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1
METHOD AND APPARATUS FOR VIRTUAL
MACHINE LIVE STORAGE MIGRATION IN
HETEROGENEOUS STORAGE
ENVIRONMENT

This invention was made with government support under
CCF-0937869 awarded by National Science Foundation. The
government has certain rights in the invention.

BACKGROUND OF THE INVENTION

Virtualization technology has been widely adopted as the
base infrastructure for cloud computing. Major cloud provid-
ers, such as Amazon (EC2) [1] and Microsoft (Azure) [2], are
selling their computing resources in the form of virtual
machines (VMs). Load balancing has become essential for
effectively managing large volumes of VMs in cloud comput-
ing environment. The cornerstone for moving virtual
machines on the fly is the VM live migration, which only
transfers CPU and memory states of VMs from one host to
another. To allow the movement of persistent storage with
VMs, several live storage migration techniques have been
proposed, including Dirty Block Tracking (DBT) and 10
Mirroring [10][11][12].

The two mainstream techniques for live storage migration
are dirty block tracking (DBT) and input/output (10) Mirror-
ing. The DBT technique, which is widely adopted by many
VM vendors (e.g. Xen and VMware ESX), is a well-known
mechanism that uses bitmap to track write requests while the
VM image is being copied. Once the entire image is copied to
the destination, a merge process is initiated to patch all the
dirty blocks (i.e., data blocks that are recorded in bitmap)
from the original image to the new image. In order to prevent
further write requests, the VM is paused until all the dirty
blocks are patched to the new disk image. To mitigate down-
time introduced by the merge process, incremental DBT (also
DBT), which keeps the VM running while iteratively patch-
ing dirty blocks to the new image, has been proposed and used
in several projects [11][12][13][14]. If the number of dirty
blocks is stable for several iterations, the VM is suspended
and the remaining dirty blocks are copied to the destination.
Nevertheless, incremental DBT also has disadvantage: in
case that the number of dirty blocks are not converged due to
intensive write requests, the migration time and even the
downtime can be significantly long.

To address the issue of long migration time and downtime,
VMware proposed 10 Mirroring technique [10] to eliminate
the iteratively merge process. With 1O Mirroring, all the write
requests to the data blocks that have been copied will be
duplicated and issued to both source and destination disks.
The two write requests are synchronized and then the write
completion acknowledgement is asserted (synchronous
write). Write requests to the data blocks that have not yet been
copied will only be issued to the source disk while the writes
to the data blocks that are currently being copied will be
buffered and later issued to both source and destination when
the being copied phase completes. By doing so, the data
blocks will always be synchronized during the migration
process. Note that once the process of copying VM disk
image completes, merging is not needed, which leads to
shorter migration time and lower downtime. However, 10
Mirroring also raises some concerns: 1) workload IO perfor-
mance is limited by the slower disk due to the synchronized
write requests; 2) since the disk bandwidth is consumed by
the duplicated 10 requests, the progress of copying the VM
image will be slowed down.
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Virtual machine (VM) live storage migration techniques
significantly increase the mobility and manageability of vir-
tual machines during, for example, disaster recovery, storage
maintenance, and storage upgrades, in the context of cloud
and big data computing. Meanwhile, solid state drives
(SSDs), such as flash-based SSDs have become increasingly
popular in data centers, due to, for example, their high per-
formance, silent operations and shock resistance [20, 21].
Historically, mechanical hard disk drives (HDDs) are used as
the primary storage media due to their large capacity and high
stability in the long run. Recently, solid-state drives (SSDs),
which have high 1O performance [20], are emerging as prom-
ising storage media. In specific experiments, the IOPS (10 per
second) for VM running on SSDs is 3.3x higher than that on
HDDs. However, SSDs also have limitations, such as low
capacity, high price, and limited lifetime. The more writes
and erases performed, the shorter the remaining SSD lifetime
will be [7, 22]. In the commercial market, cloud storage
providers, such as Morphlabs, Storm on Demand, Cloud-
Sigma and CleverKite, are selling the SSD powered cloud [4].
On the other hand, device manufacturers, such as Intel and
Samsung, are researching on reliable SSD for data centers [6,
27]. Thus, from the perspective of both seller and manufac-
turer, SSDs have been accredited as an indispensable compo-
nent for cloud and data center storage. A data center will be
equipped with several disk arrays. Some of the disk arrays are
SSDs while the others are HDDs. Those disk arrays are con-
nected to servers via Fibre Channel [8, 9, 26]. With the
decrease in price, SSDs have become more affordable to be
used in data centers. Currently, many leading Internet service
provision companies, such as Facebook, Amazon and Drop-
box, are starting to integrate SSDs into their cloud storage
systems [3][4][5]. The storage media for data centers
becomes more diverse as both SSDs and HDDs are being
used to support cloud storage. Consequently, storage man-
agement, especially VM live storage migration, becomes
more complex and challenging. Accordingly, it is likely that
VM live storage migration will inevitably encounter hetero-
geneous storage environments. Although SSDs deliver higher
10 performance, their limited lifetime is an inevitable issue.
In fact, while existing VM live storage migration schemes do
not fully exploit the high performance characteristics of
SSDs, such schemes aggravate the wear out problem. Even
worse, during massive storage migrations, SSDs will be worn
out significantly due to large volume of write operations.

BRIEF SUMMARY OF THE INVENTION

Embodiments of the subject invention relate to a method
and apparatus that can enhance the efficiency of VM live
storage migration in heterogeneous storage environments
from a multi-dimensional perspective, e.g., user experience,
device wearing, and/or manageability. Embodiments can
enhance the efficiency/cost of VM live storage migration
(Migration Cost (MC)) in heterogeneous storage environ-
ments from a multi-dimensional perspective, which incorpo-
rates user experience (IO penalty), cluster management (mi-
gration time), and device usage (degree of wear). The weights
on IO penalty and SSD lifetime can also be considered to
reflect different design preferences. Specific embodiments
utilize one or more of the following three VM live storage
migration strategies, or techniques, which can reduce migra-
tion cost: 1) Low Redundancy (LR), which generates a
reduced, and preferably the least (near zero), amount of
redundant writes; 2) Source-based Low Redundancy (SLR),
which can help keep a desirable balance between 10 perfor-
mance and write redundancy by leveraging faster source disk
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while still maintaining low redundancy merit; and 3) Asyn-
chronous 10 Mirroring (AIO), which seeks high, and prefer-
ably the highest, 10 performance. Evaluation of a specific
embodiment of a system in accordance with the subject
invention shows that the use of the subject techniques outper-
form existing live storage migration by a significant margin.
Comparison of cost of massive VM live storage migration can
be based on a flexible metric (migration cost) that captures
various design preferences.

Empirical evaluations of systems in accordance with
embodiments of the subject invention show that such systems
yield stable and short disk downtimes (around 200 ms).
Although the cost varies with different weights and storage
media, on average, the migration costs for LR, SLR, and AIO
are 51% lower, 22% lower, and 21% lower, respectively, than
those for traditional methods (e.g., DBT and 10 Mirroring).
Furthermore, by adaptively mixing LR, SLR, and AIO during
massive storage migration, the cost can be further reduced by
48% compared to using LR, SLR, or AIO alone.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1a shows IOPS for copying VM image while work-
loads are running inside.

FIG. 15 shows the time to copy VM images while work-
loads are running inside.

FIG. 2 shows the migration time for a 5 GB VM image
under heterogenous storage environment (Iometer is running
inside the VM with 50% read, and 50% write).

FIG. 3 shows the IOPS for migrating the VM images under
heterogenous storage environment (IOmeter is used to mea-
sure [OPS).

FIG. 4 shows the total size of data that written to device
when migrating 30 GB VM from SSD to SSD (IOzone is set
to perform write and rewrite operation.

FIG. 5 shows MC for current storage migration schemes
for when y=0.5.

FIG. 6a shows MC when migrating a VM from SSD to SSD

FIG. 65 shows MC when migrating a VM from SSD to
HDD (the value of DBT is too high to be shown.

FIG. 6¢ shows MC when migrating a VM from HDD to
SSD.

FIG. 7 shows low redundancy storage migration (LR).

FIG. 8 shows source-based, low redundancy storage
migration (SLR).

FIG. 9 shows asynchronous 10 mirroring storage migra-
tion (AIO).

FIG. 10a shows the total amount of data that is written to
SSD when migrating 30 GB VM image from SSD to HDD.

FIG. 105 shows the total amount of data that is written to
SSD when migrating 30 GB VM images from HDD to SSD.

FIG. 10c shows the total amount of data that us written to
SSD when migrating 30 GB VM images from SSD to SSD.

FIG. 11a shows A, .sion sime f0r the case that a VM is
migrated from HDD to SSD.

FIG. 115 shows A, for the case thata VM is migrated from
HDD to SSD.

FIG. 11¢ shows MC for [Ometer O10=4 vs. gamma for the
case that a VM is migrated from HDD to SSD.

FIG. 11d shows MC for Dbench proc=16 v. gamma for the
case that a VM is migrated from HDD to SSD.

FIG. 12a shows M., ari0n sime TOT the case that a VM is
migrated from SSD to HDD.

FIG. 125 shows A, for the case that a VM is migrated from
SSD to HDD.

FIG. 12¢ shows MC for [Ometer O10=4 vs. gamma for the
case that a VM is migrated from SSD to HDD.
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FIG. 12d shows MC for Dbench proc=16 v. gamma for the
case that a VM is migrated from SSD to HDD.

FIG. 13a shows A,,.,us0n rime 0T the case that a VM is
migrated from SSD to SSD.

FIG.13b shows A, for the case that a VM is migrated from
SSD to SSD.

FIG. 13¢ shows MC for IOmeter OI00=4 vs. gamma for
the case that a VM is migrated from SSD to SSD.

FIG. 13d shows MC for Dbench proc=16 v. gamma for the
case that a VM is migrated from SSD to SSD.

FIG. 14a shows A,,.,us0n me f0r the case that a VM is
migrated from HDD to HDD.

FIG. 1456 shows k., for the case that a VM is migrated from
HDD to HDD.

FIG. 14¢ shows MC forthe case that a VM is migrated from
HDD to HDD.

FIG. 154 shows overall MC of the massive storage migra-
tion on heterogeneous storage environment for y=10%.

FIG. 1556 shows overall MC of the massive storage migra-
tion on heterogeneous storage environment for y=50%.

FIG. 15¢ shows overall MC of the massive storage migra-
tion on heterogeneous storage environment y=80%.

DETAILED DISCLOSURE OF THE INVENTION

Embodiments pertain to live storage migration for virtual
machines. Specific embodiments can implement the migra-
tion of VM disk images without service interruption to the
running workload. Specific embodiments relate to storage
migration between different disk arrays. Embodiments of the
subject invention relate to a method and apparatus that can
enhance the efficiency of virtual machine (VM) live storage
migration in heterogeneous storage environments from a
multi-dimensional perspective, e.g., user experience, device
wearing, and/or manageability. Specific embodiments utilize
one or more of the following: adaptive storage migration
strategies, or techniques, such as 1) Low Redundancy (LR),
which generates a reduced, and preferably the least, amount
of redundant writes; 2) Source-based Low Redundancy
(SLR), which can help keep a desirable balance between 10
performance and write redundancy; and 3) Asynchronous 10
Mirroring (AIO), which seeks high, and preferably the high-
est, 10 performance. Specific embodiments adaptively mix
one or more of these adaptive storage migration techniques
during massive VM live storage migration, such that the cost
of massive VM live storage migration can be even lower than
when using any one of these adaptive storage migration tech-
niques alone.

Embodiments of the subject invention can provide
enhanced performance, enhanced user experience, and/or
enhanced reliability for data management system with
respectto solid state drive (SSO) equipped virtualized storage
systems in cloud-based data centers. Techniques used in
accordance with embodiments of the invention allow the
migration process to dynamically choose one of multiple
operation modes and source/destination media to achieve
desired results taking into consideration the trade-offs
between multiple efficiency metrics. It also provides a mecha-
nism to manage massive data migrations.

VM live storage migration is more sophisticated and chal-
lenging on heterogeneous storage environments. For
instance, if a user requests more disk space, his/her VM image
may need to be migrated from small capacity disk (SSD) to
large capacity disk (HDD). On the other hand, if the user
requests to upgrade 10 performance, his’her VM image may
need to be migrated from slow disk (HDD) to fast disk (SSD).
Accordingly, in specific embodiments of live storage migra-
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tion schemes, VM live storage migration performed on vari-
ous types of storage media takes into consideration the char-
acteristics of the different storage devices involved, such as
the high bandwidth and limited lifetime for SSD, and the low
access speed and large capacity for HDDs. Taking the char-
acteristics of the storage devices involved in the migration, in
accordance with specific embodiments of the subject inven-
tion, can provide one or more advantages, such as: 1) more
fully exploiting the high performance of SSDs, 2) having
shorter migration times by reducing the number of redundant
write requests, so as to reduce the fraction of IO bandwidth of
the redundant write requests, 3) reducing how quickly SSDs
are wore down and extending the remaining SSD lifetime.
Further, a smaller volume of redundant IO operations gener-
ated during massive storage migrations will not saturate the
disk bandwidth as much, so as to also extend the SSD’s
lifetime.

Embodiments of the subject invention can optimize the
performance of VM live storage migration based on a char-
acterization of at least two processes. In general, VM live
storage migration involves two processes, namely: (1) copy
process that moves the VM image; and (2) a VM IO request
handling process that ensures consistency between the two
disk images. During storage migration, the copy process and
the VM 1O process compete for 10 bandwidth, which can
have a large impact on the performance. Table 1 shows the
performance for copying a 5 GB image of an idle VM and
Table 2 shows the measured IOPS (input/output operations
per second) for the same VM while running, but not being
migrated. As expected, the SSD effectively speeds up the
copy process and the VM on SSDs achieves much higher
IOPS than that on HDDs. Nevertheless, the resource compe-
tition between image copy and VM IO requests still exists
even when SSDs are involved. Note that the VM 10 requests
can be issued to source or destination during the migration.
The performance characteristics for copying VM image with
running workloads are shown in FIG. 1a and FIG. 15. SSDs
have faster access speed and better capability for handling
intensive 1O requests. For the case where both a SSD and a
HDD are involved, the IOPS is higher and the copy time is
shorter if the VM 10 requests are directed to the SSD. In the
case where both source and destination are SSDs, the copy
time and IOPS are similar irrespectively of where the VM 10
requests are issued. For the case where both source and des-
tination are HDDs, higher IOPS can be achieved at the cost of
longer migration time.

TABLE 1
The time to copy a 5 GB idle VM image
SSD to SSD SSDto HDD  HDD to SSD HDD to HDD
30s 59s 55s 81s
TABLE 2
The IOPS of running VM
75% Read 50% Read 25% Read
VM on SSD 5500 5900 6495
VM on HDD 2230 1744 1445

For the case where a VM is migrated from a HDD to a SSD
and all the 10 requests from VM are issued to the source disk
(HDD), as in DBT, the performance for both copy process and
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10 requests is significantly lower, as shown in FIGS. 1a and
15. The reason is that the reads from the copy process and the
10 requests from VM saturate the bandwidth of the HDD. For
the case where a VM is migrated from a SSD to a HDD,
issuing all the VM 10 requests to the source disk (SSD) yields
high IOPS and short copy time because the SSD is more
capable of handling large volume of IO accesses. However,
simply filtering all the 1O requests to the SSD exacerbates the
degree of wearing for the SSD, which shortens the remaining
SSD lifetime. Thus, blindly using SSD is not a preferred
option.

To summarize, when VM storage migration occurs in a
storage environment that involves SSDs, redirecting the
workload 10 requests to SSDs benefit the migration time and
IOPS, but the SSDs will wear out more quickly. When a VM
is migrated between HDDs, there is a trade off between
migration time and IOPS.

Characterization of Existing Live Storage Migration
Schemes (DBT and 10 Mirroring)

In a specific embodiment, a Xen is used as a virtual
machine monitor and the two existing storage migration tech-
niques are implemented in Xen blktap2 modules, more details
of which are provided herein.

There are three well-known metrics to measure the perfor-
mance of live storage migration: 1) downtime, 2) migration
time, and 3) IO penalty. Downtime measures the time it takes
to pause the VM and switchover between source and destina-
tion disks. Migration time represents the overall time it takes
to accomplish the storage migration operation, which should
preferably be minimized to guarantee smooth and quick stor-
age maintenance. 1O penalty shows the performance degra-
dation the user experiences during the VM live storage migra-
tion.

As can be seen in Table 3, DBT tends to have longer
downtime than 1O Mirroring because DBT needs to patch the
last copy of dirty blocks during the downtime period, while
this is not necessary for IO Mirroring. Further, when varying
the underlying storage media, the downtime of DBT is less
stable than that of IO Mirroring. Even further, when the
destination is slower than the source (e.g., from SSD to
HDD), DBT takes along time, or even fails to complete, since
the last iteration of the merge process writes dirty data blocks
to the slower disk.

TABLE 3
The Downtime of Migrating 30 GB VM Image while
Running IO meter with 50% Reads/50% Writes

SSD to SSD SSD to HDD HDD to SSD HDD to HDD

DBT 232 ms 4000 ms 266 ms 900 ms

10 Mirroring 198 ms 249 ms 298 ms 199 ms
Migration time for a 5 GB VM image under heterogeneous
storage environment (IOmeter is running inside the VM with

50% read, 50% write) for existing schemes is shown in FIG.
2. Two emulated scenarios are also used for comparison pur-
poses. Copying disk image while VM 1O requests are only
issued to the source is denoted as Emulated_S and copying
disk image while VM IO requests are only issued to the
destination is referred as Emulated_D. In terms of migration
time, the biggest difference between 10 Mirroring and DBT is
the iterative merge process. As can be seen in FIG. 2, DBT
exhibits longer migration time than IO Mirroring because it
needs to iteratively merge dirty blocks to destination after
copying the image. The slower the destination storage media
are, the longer the merge process will be. Both migration
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schemes manifest longer migration time compared to the
better of the two emulated scenarios.
When using 10 Mirroring, the IOPS inside the VM is
highly dependent on the slowest disk due to synchronous

write. On the other hand, the IOPS inside the VM when using 3

DBT only depends on the source disk. Referring to FIG. 3,
showing the IOPS for migrating VM images under heteroge-
neous storage environment (IOmeter is used to measure
1IOPS), shows that when the source disk is a SSD, DBT is
superior to IO Mirroring with respect to 10 performance. If
the source is a HDD, both DBT and IO Mirroring yield
similar IOPS. However, neither DBT nor IO mirroring
achieves the IOPS performance of the higher of Emulated_D
and Emulated_S, where Emulated_D is indicated by the dash-
cross and Emulated_S is indicated by the solid-square lines.
In this way, conventional schemes do not fully exploit the
high performance of SSDs.

Since introducing a large volume of write and erase cycles
will unavoidably diminish the lifetime of SSDs [7], another
measurement, the amount of data that is written to SSD, can
be taken into account in an embodiment of the subject char-
acterization. If only the copying of a VM disk image is con-
sidered (e.g., the experiments shown in FIGS. 1a and 15),
then the total amount of data written to SSD is determined by
the workload 10 traffic plus the VM image size. The live
storage migration schemes introduce overhead and redundant
data writes, further wearing off SSDs and shortening the
SSD’s lifetime. The heavier the workload’s 10 traffic is, the
higher the extra volume of data write (the amount that exceeds
the dashed line) will be. For DBT, the redundant data writes
come from the merge process; for IO Mirroring, the redun-
dant data writes come from the duplicated writes to data
blocks that have been copied. DBT tends to have more redun-
dant data writes than IO Mirroring.

FIG. 4 shows the amount of data written to a disk when
migrating VM images from SSDs to SSDs. As can be seen in
FIG. 4, which shows the total size of data that written to
device when migrating 30 GB VM from SSD to SSD (I0zone
is set to perform write and rewrite operation), both mecha-
nisms generate extra amount of data writes compared to sim-
ply copying the disk image of the running VM (dashed line).

Embodiments of the subject live storage migration tech-
nique in heterogeneous storage environments seek to have
negligible downtime, short migration time, low 10 penalty,
and less redundant writes to the SSD. Conventional methods
do not take the underlying device characteristics into consid-
eration. Specific embodiments of the subject invention apply
to live storage migration for situations where the underlying
storage becomes heterogeneous in heterogeneous environ-
ments.

Metric for Live Storage Migration in Heterogeneous Envi-
ronments

Embodiments can utilize a metric that one or more, and
preferably all three of the following are taken into account: 1)
VM user experience (IO penalty and downtime), 2) storage
maintenance (migration time), and 3) SSD lifetime (extra
amount of data writes).

For the VM user experience, the existing metric, 1O pen-
alty, can indicate the performance degradation the user will
experience. Note that the value of the traditional 10 penalty
may be negative when the destination disk is faster than the
source disk. In order to avoid the possibility of a negative
penalty when the destination disk is faster than the source
disk, the 1/O penalty can be defined as:
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®

Best /O Performance— /O Performance during migration
10 =

Best /O Performance

In equation (1), Best 10 Performance means the best 10
performance achieved from available storage media. As an
example, if a VM is migrated from HDD to SSD, the Best 10
Performance is the performance that can be achieved from
SSD. Ideally, when workloads always run on a faster disk, A
will be close to 0. From the user perspective, the less the 10
penalty is, the better the storage migration scheme is. With a
“live” storage migration, the disk downtime should be close
to 0. Otherwise, workloads inside the VM may crash due to
intolerably long interrupts. In specific embodiments, down-
time can be used as a separate metric to quantify whether a
storage migration design is “live” or not.

From the perspective of the data center administrator,
migration time means how long the data center administrator
should wait until the next management can be performed.
Longer migration time means higher possibility to fail the
scheduled maintenance plan. Ideally, migration time should
be close to the time it takes to simply copy the entire VM disk
image without interference. The migration time factor
can be defined as:

migration time

migration time

@

Amigrarion time = T
image copy time

Since storage migration inevitably introduces IO competi-
tion and runtime overhead, migration time is always longer
than image copy time. In other words, N,,,;o i rime 18 always
greater than 1. The smaller the A4, 41101 ime 15, the better the
storage migration scheme is for the data center administrator,
or manager.

From the device point of view, the amount of data writes
can indicate the degree of wear caused by live storage migra-
tion. In addition, the larger the amount of data writes is, the
more quickly the SSD will be worn out, which leads to shorter
remaining lifetime for the SSD. Thus, a wear-out factor
Mvear oue €a0 be defined, to indicate the SSD lifetime penalty
per time unit during storage migration. As HDD does not have
the wear out issue, A, .., should equal to 0 when all the
write requests are issued to HDD.

data written to SSD per time unit

®

Avear our =

Workload Data Writes per time unit

In equation (3), the denominator is the amount of data
writes per time unit generated by the workloads while the
nominator is the amount of data (generated by workload)
written to SSD per time unit. For normal executing, A, .. ...
equals to 1 if the VM is running on a SSD, 0 if the VM is
running on a HDD. Any redundant writes, such as merge
process in DBT and write request duplication in 10 Mirror-
ing, will A, ., o,- The smallerA, .. ... 18, the less severely the
SSD wears off during live storage migration.

Note that migration time indicates not only how long the
user will suffer from the I/O penalty, but also how long the
device will be worn. In other words, the longer the migration
time is, the higher overall penalty (A 16*\,.4 rarion rime) the user
will observe and the higher overall degree of wearing
(n *Nigration ime) the SSD experiences. Accordingly,

wear out
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in a specific embodiment, we define the migration cost (MC)
for VM live storage migration can be defined as:

)

MC =y # Aear out * Amigration time + (1 =) # Aj0 # Amigration time

= Amigration time * (Y # Ayear owr + (1 =) %410)

where v defines the weight on the lifetime of SSD, while 1-v
is the weight on the 10 performance (0<y<1). When y>50%,
it means wear out issue has a higher priority, and when
v<50%, it means 1O performance is more important.

In the situation of a neutral preference regarding wear-out
issue versus 1O performance, 7=0.5. FIG. 5 shows the migra-
tion cost for existing storage migration schemes when y=0.5.
As can be seen, no matter what type of underlying storage
media are used, both DBT and IO Mirroring have extra migra-
tion cost compared to the two emulated scenarios (Emulat-
ed_S and Emulated_D). Further zooming in on each case,
FIGS. 6a, 65, and 6¢ show how migration cost varies when the
weight y changes. Referring to FIG. 64, which shows MC
when migrating a VM from SSD to SSD, in the case where
both source and destination are SSDs, the larger the weight v
on Awear out is, the higher the migration cost is. In this
situation, no matter where the VM 10 requests are issued, the
total writes to the SSD cannot be reduced. When the source is
SSD and the destination is HDD, as shown in FIG. 65, which
shows MC when migrating a VM from SSD to HDD (the
value of DBT is too high to be shown), the migration cost for
DBT is way higher than that for IO Mirroring due to the long
migration time (ranging from 11 to 21). Furthermore, since
the source disk is SSD, running a VM on source (Emulat-
ed_S) gains higher 10 performance (lower A10) than on the
destination (Emulated_D), which leads to a lower migration
cost if the user cares more about the 10 performance (y—0).
In contrast, if the user prefers to extend the SSD lifetime
(y—=1), Emulated_D offers a lower migration cost, since
Awear out is 0, when all the 1O requests are issued to the
destination (HDD). In the case where a VM is migrated from
HDD to SSD, as shown in FIG. 6¢ which shows MC when
migrating a VM from HDD to SSD, although Emulated_D
yields a higher IO performance, Emulated_S provides alower
migration cost if longer SSD lifetime is preferred. Despite the
value of vy, current storage migration schemes always yield
higher migration cost than simply copying the running VM
(Emulated_S or Emulated_D). Thus, in accordance with an
embodiment of the subject invention, the migration cost can
be reduced by adaptively balancing any one, any two, or all
three of the following factors: A, . Mnigravion rime 04 Ay,
and by preferably adaptively balancing all three factors.
VM Live Storage Migration Schemes Under Heterogeneous
Environments Low Redundancy Live Storage Migration
Mechanism (LR)

Since a VM eventually runs on the destination disk, in a
specific embodiment, all the write requests can be issued to
the destination during a majority of, substantially all of, and/
or the entire storage migration process. Specific embodi-
ments issue write requests to the destination at least 99%, at
least 98%, at least 97%, at least 96%, at least 95%, at least
90%, at least 80%, at least 70%, at least 60%, more than 50%,
at least 50%, and/or in a range between any two of the iden-
tified percentages. FIG. 7 shows a flowchart for an embodi-
ment relates to low redundancy storage migration (LR),
where all the write requests from the Guest VM are issued to
the destination during the entire storage migration process.
By doing so, the updated data appears on the destination disk
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during the copy process and the read requests from the Guest
VM can be aware of which storage has the latest value. To
implement an embodiment, issuing all the write requests to
the destination during the entire storage migration process,
the bitmap from DBT can be leveraged and the disk image can
be partitioned into two regions: a copied region, where the
copied region’s data has already been copied to the destina-
tion; and a to-be-copied region, where the to-be-copied
region’s data is going to be copied. All the writes are issued to
the destination directly, while the writes to the to-be-copied
region also need to be recorded in the bitmap (“set” in the
FIG. 7). The reads to the copied region, or area, fetch data
from the destination, while reads to the to-be-copied region,
or area, check the bitmap first. If the data block is recorded in
the bitmap, reads are issued to the destination. However, ifthe
data block is not recorded in the bitmap, data blocks are read
from the source. On the other hand, the copy process can skip
the datablocks that are recorded in the bitmap. Requests to the
data blocks, which are now being copied by the copy process,
are deferred and put into a queue, and handled the same way
as the requests to the copied area after the data blocks are
released by the copy process.

Advantages of an embodiment where all the write requests
are issued to the destination during the entire storage migra-
tion process in this manner include: 1) there is zero redundant
writes because the merge process in DBT is eliminated and
duplicated writes in IO Mirroring are eliminated; 2) the copy
process does not need to copy the entire disk image because
the data blocks that have been written to the destination by
VM write requests can be skipped; 3) the resource competi-
tion on the disk is mitigated due to smaller volume of writes,
which leads to higher IO performance and a faster copy
process. The benefits of this design become more evident
when the destination disk (SSD) is faster than the source
(HDD): when the storage migration begins, all the write
requests are issued to a faster disk (destination), which results
in higher 10 performance. In addition, the competition
between copy process and VM 1O requests is handled by a
SSD rather than a HDD, which further improves the 10 per-
formance and migration time.

Note that implementing the LR scheme introduces addi-
tional overhead (e.g., intercepting all 1O requests, skipping
data blocks in copy process, data recovery upon failure). The
implementation described above with respect to an embodi-
ment where all the write requests are issued to the destination
during the entire storage migration process in this manner, the
total cost of filtering 1O requests and setting/checking the
bitmap is less than 2 us. In terms of the data recovery, this
implementation uses a new process to compress and log the
updates to the system hard drives (disk for OS). Upon a
failure, the source disk image is recovered using the logged
data. Since the logging process is parallel to the migration
process and system hard drive is normally separated from
data hard drives, the performance impact on such a storage
migration implementation is negligible.

Embodiments Utilizing the Faster Disk for IO

The LR scheme essentially runs the VM on the destination
at the beginning of storage migration. If the destination has a
slower hard drive (HDD) than the source (SSD), all the disk
10 burden is laid on the slow hard drives. Therefore, embodi-
ments of the subject invention can further improve the migra-
tion cost by exploiting the IO performance of the faster disk.
Source-Based, Low Redundancy Storage Migration Mecha-
nism (SLR)

Inthe situation where the destination disk is slower than the
source, issuing the VM IO requests to the source can achieve
better IO performance. Thus, based on LR design, an embodi-
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ment of the subject invention relates to a source-based, low
redundancy storage migration mechanism (SLR), as shown in
FIG. 8. In contrast to the LR design, VM IO requests, and
preferably as many VM 1O requests as possible, are issued to
the source disk. Similar to the LR design, all the 1O requests
are intercepted and the VM disk image is divided into two
regions: a copied region and a to-be-copied region. The 10
requests that are issued to the to-be-copied region are issued
to the source storage (faster disk). For those write requests
that are issued to the copied region, or area, this embodiment
issues them to the destination and records them in the bitmap,
since doing so keeps the destination image up-to-date without
invoking the merge process. All the reads falling in the copied
area first check the bitmap to find out whether the requested
data has already been updated by writes or not. If the
requested data has already been updated by writes, the latest
data is on the destination and the read is issued to the desti-
nation. Otherwise, the data will be fetched from the faster
source disk (SSD). By doing so, most of the IO requests are
now issued to the faster source disk.

Compared with traditional storage migration schemes, this
embodiment (SLR) reduces redundant writes. Similar to the
LR embodiment, there is no merge process or duplicated
write requests. Note that with this embodiment, most 10
requests are issued to the source disk, which will yield better
10 performance than the LR embodiment. In addition, the
copy process does not need to be interrupted every time to
check the bitmap, which results in better migration time.

The implementation overhead of the SLR embodiment is
less than that of the LR embodiment due to the simpler copy
process. Also, the recovery process is both simpler and easier
since only the write requests issued to the destination need to
be logged, which is significantly less than the LR embodi-
ment. However, the SLR embodiment has a limitation,
namely, not all the IO requests are issued to the (fast) source
disk. Write requests and fraction of read requests to the copied
region are issued to the (slow) destination. Thus, in the sce-
nario that the workload keeps updating the data blocks in the
copied area, the 10 performance of the SLR embodiment
becomes similar to running the VM on the slow disk.
Asynchronous 10 Mirroring Storage Migration Mechanism
(AIO)

Specific embodiments can utilize asynchronous IO Mirror-
ing storage migration (AIO) (shown in FIG. 9) as a specific
embodiment of 1O mirroring, to further leverage the faster
disk (SSD) and achieve higher 10 performance.

In a specific IO mirroring mechanism, which can be uti-
lized with specific embodiments, and can be referred to as
standard IO mirroring, the write requests are duplicated in the
copied region and issued to both the source and the destina-
tion. Due to the synchronization requirement, the slower stor-
age determines 10 performance. With another specific
embodiment utilizing asynchronous 10 mirroring (AIO), an
10 request is marked as completed and returned to the VM as
soon as one of the duplicated 1O operations is accomplished.
A counter is used to track the number of unfinished IO opera-
tions. The counter is incremented upon writes and decre-
mented when the request to the source and the request to the
destination are both completed. The requests to the faster disk
will first check the counter to see how many requests are still
pending. If the counter is larger than a threshold (T), the write
request is delayed by sleeping for, for example, a certain
period. The pending write requests can be completed during
that period so that the counter becomes smaller than the
threshold (T). In real execution, delay does not occur fre-
quently because the pending write requests can be completed
during the CPU computation, memory access, and disk reads.
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In the worst case (workload continuously perform writes),
delay keeps occurring, which makes the overall performance
as low as running on the slower disk.

Advantages of the AIO embodiment include: 1) all the IO
requests will be issued and handled by the faster disk (SSD)
under regular 10 access patterns, which yields high IO per-
formance; and 2) data recovery is not needed since the source
disk always has up-to-date data upon failure.

Compared to the LR and SLR embodiments, the AIO
embodiment duplicates 1O requests and generates the same
amount of redundant writes to the storage devices as embodi-
ment utilizing standard IO Mirroring does. The disk resource
competition between the copy process and IO requests
becomes more intensive, which may lead to longer migration
time.

An Analysis of Migration Cost of Specific Embodiments of
the Invention and Further Extension to Massive Storage
Migration

It is usually desired to have the migration cost (MC) be as
low as possible. Which scheme should be used highly
depends on the weight vy in equation (4). An embodiment
incorporating an LR design, with the lowest redundant writes
on the device will benefit the lifetime of SSDs, which will
result in lower migration cost (MC) for a user who cares more
about the lifetime (y—1). An embodiment incorporating an
SLR design takes advantage of the higher IO performance of
the source disk while still maintaining the low IO penalty on
the device. Users who care about both the IO performance and
lifetime of SSDs can incorporate SLR when migrating from
SSDs to HDDs. An embodiment incorporating AIO, which
maximally exploits high 1O performance from the faster disk,
can be preferable when high 10 performance has top priority
(v—=0).

During the entire life cycle of a data center, the weight y can
vary dramatically. When the user demands high 10 perfor-
mance for the VM, y can be close to 0 to guarantee low 10
penalty. On the other hand, when the SSD is worn out after a
period, the lifetime can be the most important factor, which
can cause y—1. Once y is set, a certain migration method (LR,
SLR, or AIO) can be chosen, for example based on the MC in
equation (4).

Upon storage upgrade or disaster recovery, massive storage
migration can be triggered to move all VMs on the storage.
The total migration cost for massive storage migration on
heterogeneous storage can be further reduced by adaptively
mixing LR, SLR, and AIO according to different weights (y).
As an example, if the SSD’s lifetime has top priority (y—1),
VMs that are migrated to or from the SSD can be migrated via
LR, which has the least amount of writes to the SSD. Further,
by mixing LR, SLR, and AIO in different ways, the overall IO
penalty and migration time can be optimized.

Embodiment and Experimental Setup

Embodiments incorporating DBT, LR, SLR, and AIO were
implemented in blktap2 backend driver of Xen 4.1.2 [15],
which intercepts every disk 10 request coming from the VM.
In order to track 10 requests, a bitmap filter layer in blktap2
driver module (/xen/tools/blktap2/drivers) was implemented.
The data sector is dirty if the corresponding bit is set to one.
The image copy function in blktap2 control module (/xen/
tools/blktap2/control) was also implemented, which can be
executed in a separate process alongside with the blktap2
driver module. Data structures, such as bitmap and copy
address offset, were shared between both processes. The
command line interface was integrated into tap-ctl Linux
command so that the storage migration can be triggered using
generic Linux commands. The codes for the existing schemes
and the LR, SLR, and AIO schemes was integrated into blktap
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module, which was enabled once the migration command
was issued. When all the data was copied to the destination,
the disk driver was paused and the file descriptor (fd) was
modified so that all the upcoming IO requests were directed to
the new disk image. The execution statistics were logged for
each scheme under the/var/log directory. Additional design
specific functions were also implemented: 1) IO duplication
was implemented by memcpy-ing the entire IO requests
including address offset, size and data content; 2) Long writes
were implemented by injecting constant delay into write
requests (the delay was set to be 1 ms and the threshold is set
to be 100 in the experiments); and 3) IO requests to the
destination disk were handled by a new 1O ring structure so
that the requests to the source and the destination did not
compete for software resources (e.g., queue).

The downtime, migration time, 1O performance, and the
migration cost were evaluated by using disk or file system
benchmarks: Iometer [16], Dbench [17], 10zone[18] and
Linux kernel 2.6.32 compilation. The workloads were run in
a VM with 1 vCPU and 2 GB RAM. The input parameters of
our benchmarks (e.g., outstanding IO (OI1O) for lometer, pro-
cess number (proc) for Dbench, input size for IOzone) were
varied to simulate different /O size and access patterns. Fur-
ther, kernel compilation, which is known as a comprehensive
benchmark on CPU, memory, and 1O, was also used in the
evaluation. The virtual machines ran on self-customized serv-
ers with hardware specifications shown in Table 4. Two SSD
disk arrays and Two HDD disk arrays were used as data
drives, while the local storage used HDD to host Xen+OS and
log files. Data Drives were connected to the server via 6 Gb/s
Data Link interface. Similar platform configurations were
used in [10] from VMware. The experimental VM has a 10
GB system disk running Debian Squeeze 6.0 and a separate
data disk (size ranging from 2 GB to 30 GB). To avoid the
interference of OS behavior, the migration schemes and
benchmarks were performed on the data disk.

TABLE 4

Hardware Specs for Our Experiment Platform

CPU 3.4 GHz Intel core i7
Motherboard ASUS Maximus V Extreme
Physical Memroy 8 GB

Hard Drives Seagate 7200 rpm hard drives

Avearge Data Rate:125 MB/s

Intel 520 Series MLC Internal SSD
4 KB Random Reads 50,000 IOPS
4 KB Random Writes 60,000 IOPS
6 Gb/s Data Link

Solid State Drives

Disk Interconnect

Evaluation Results and Analysis
Downtime

Table 5 shows the downtime when the VM was migrated
with kernel compilation benchmark running inside. As can be
seen, the downtime for DBT is worse when the destination is
an HDD (rather than an SSD) because the final copy of dirty
data block had to be written to the HDD. Further, when
workloads had intensive 10 requests and large 10 working
set, the merge process of DBT could not even converge when
the destination is a HDD. 10 Mirroring, LR, SLR, and AIO
designs yield stable downtime. The reason is that IO Mirror-
ing, LR, SLR, and AIO designs did not have a merge process
and the destination had the up-to-date data when the entire
image was copied.
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TABLE 5

The downtime of live storage migration

10 LR- SLR- AlO-
DBT Mirroring Design Design  Design
SSD to SSD 232 ms 198 ms 197 ms 120 ms 124 ms
HDD to SSD 266 ms 249 ms 197 ms 140 ms 200 ms
SSD to HDD 4000 ms 298 ms 200 ms 150 ms 201 ms
HDD to HDD 900 ms 199 ms 246 ms 179 ms 260 ms
Impact on SSD Lifetime

In an embodiment, the write requests during the storage
migration can be modified as: % of write requests are in the
copied area while (1-a%) of write requests are in the to-be-
copied area, and 3% is the percentage of writes that are
performed on different block addresses (a k.a the write work-
ing set size of workloads). Table 6 summarizes the percentage
of write requests that are issued to the SSD under different
scenarios:

TABLE 6

Percentage of writes requests that are issued to SSD

10 LR- SLR- AIO
DBT Mirroring Design Design  Design
SSD to SSD 1+p% 1+a% a% 1 1+a%
HDD to SSD p% a% a% a% a%
SSD to HDD 1 1 0 1-a% 1
HDD to HDD 0 0 0 0 0

In this way, (1-a %) of the writes are skipped by the copy
process for LR design. To be consistent for comparison pur-
poses, and to keep the amount of data writes in the copy
process the same across all five schemes, those (1-a %)
writes are counted into the copy process for LR, which means
only a% of writes are issued to the destination. As shown in
Table 6, LR has the lowest amount of data writes to the SSD.
SLR has smaller amount of data writes than DBT and IO
Mirroring, while AIO has the same amount of data writes as
10 Mirroring. Thus, implementing an embodiment incorpo-
rating LR can mitigate the wear-out issue for SSDs.

To verify this, IOzone can be run with different input
parameters for migrating 30 GB VM image on an SSD
involved storage environment. In the case of migrating a VM
disk image from an SSD to an HDD, as shown in FIG. 10a,
which shows the total amount of data that is written to SSD
when migrating 30 GB VM image, LR has zero writes to the
SSD because all writes are issued to the destination. When
migrating from an HDD to an SSD, as shown in FIG. 105,
which shows the total amount of data that is written to SSD
when migrating 30 GB VM image, DBT will have more data
writes to the SSD than the LR, SLR, IO mirroring, and AIO,
because % is larger than a% for this benchmark. When both
source and destination are SSDs, as shown in FIG. 10¢, which
shows the total amount of data that is written to SSD when
migrating 30 GB VM image, LR produces the smallest
amount of data writes, while DBT yields the largest amount of
data writes.

In general, DBT has the worst performance, while LR has
the best, in term of redundant data writes to SSDs. Since
redundant data writes affect the remaining lifetime of SSDs,
LR best preserves SSD lifetime during VM live storage
migration, as compared with SLR, 10 mirroring, AIO, and
DBT
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10 Penalty, Migration Time, and Migration Cost
In this section, we compare DBT, 10 Mirroring, LR, SLR,
and AIO in terms of migration time (A,,,;¢ i sime)» 1O penalty
(M), and Migration Cost (MC). The benchmarks with dif-
ferent input parameters are shown in Table 7.

TABLE 7
Benchmark list
Name Benchmarks Notes
IOM_4 IO meter with OIO =4 1O meter is configured as 75%
IOM_16 10 meter with OIO =16  reads and 25% writes running
in VM with 20 GB disk image
Db_2 Obench with proc =2 O bench is configured to push
Db_16 Obench with proc = 16 the limits of throughput
(-R 99999) running in VM
with 20 GB
10Z_R IO zone read file test IO zone is used to test the IO
10Z_ W 10 zone write file test Performance during the migration
KC_10 Kernel Compilation Kernel Compilation is used
in 10 GB image to test out schemes in
KC_20 Kernel Compilation comprehensive, real workloads
in 20 Gb image

Migrating VMs from HDDs to SSDs

As shown in FIGS. 11a and 115, which show results for the
case that VM is migrated from HDD to SSD, LR exhibits
advantages for both migration time (56% shorter than tradi-
tional design) and IO performance (at least 35% less 10
penalty compared with DBT and 1O mirroring). Issuing 1O
requests to the destination not only benefits the 10 perfor-
mance, but also decreases the migration time, by skipping
updated data blocks and mitigating IO contention. Although
SLR and AIO are not designed specifically for this case, they
both have better migration time and IO performance than
DBT and IO mirroring. By further considering the amount of
redundant data writes (Awear out), the migration cost for two
benchmarks are shown in FIGS. 11¢ and 114, which show
results for the case that VM is migrated from HDD to SSD. As
shown, LR has the lowest migration cost independent of what
the weight y is. Although LR does not exhibit advantages in
terms of SSD data writes in this situation, LR leverages the
fast access speed from SSDs to the greatest extent possible,
which not only mitigates the IO penalty, but also decreases the
migration time. Referring to FIGS. 11c and 114, as the weight
gets close to 1, the migration cost for DBT and LR are
increased, because Awear out is larger than A.10 for DBT and
LR. Incontrast, the migration cost for IO Mirroring, SLR, and
AIO are reduced when y—1. This is because IO mirroring,
SLR, and AIO have smaller A10 than Awear out. In this
situation, when using LR the benefits of having high 10
performance and shorter migration time overwhelm the effect
of Awear out. Thus, LR yields the least migration cost in all
these situations, when a VM is migrated from an HDD to an
SSD.
Migrating VMs from SSDs to HDDs

Referring to FIGS. 12a and 125, which show results for the
case that VM is migrated from SSD to HDD, when migrating
VMs from SSDs to HDDs, SLR has the shortest migration
time on average, while AIO has the least 1O penalty. Since
SLR uses the source (SSD) to handle 10 requests and gener-
ates less redundant writes, the copy process can consume
more disk bandwidth, which results in shorter migration time.
On the other hand, AIO takes advantage of the faster disk all
the time, which leads to lower 1O penalty. Note that DBT is
excluded from the comparison due to DBT incurring frequent
failures, as the merge process takes an extremely long time.
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As discussed above, LR has zero writes to the SSD in this
situation, which means LR has an edge in preserving SSD’s
lifetime.

FIGS. 12¢ and 124 show migration cost as weight increases
from O to 1 for the case that VM is migrated from SSD to
HDD. The area where v is larger than 50% is defined as a
Lifetime Preference Zone, which includes situations where
the SSD wear-out issue is considered a top priority; the area
where y is less than 50% is defined as IO Performance Pref-
erence Zone, which includes situations where a high 1O per-
formance is preferred. Referring to FIGS. 12¢ and 12d, LR
has a relatively low migration cost in the Lifetime Preference
Zone due to zero writes to SSDs. In addition, the more y
approaches 1, the less the migration cost is for LR. In the IO
Performance Preference Zone, AIO is more desirable as y is
reduced. As SLR maintains the balance between migration
time, 1O penalty, and the amount of SSD data writes, SLR has
the lowest migration cost when vy is around 0.5.

Regarding the trend curve for migration cost, the slope for
LR is negative, which means that the migration cost for LR
keeps decreasing as the weight increases toward 1. However,
the migration cost will increase for the other four designs as y
increases. Thus, when migrating from SSDs to HDDs, the
weight determines which design has the lowest migration
cost. Accordingly, if IO performance is a high, or the highest,
priority, AIO is preferred; if SSD wear-out is the main con-
cern, LR is preferred; if the IO performance and SSD lifetime
are equally important, SLR yields the lowest migration cost.
Migrating VMs from SSDs to SSDs

When a VM is migrated from SSDs to SSDs, issuing
requests to source or destination does not affect the migration
time and/or 10 performance significantly. Regarding migra-
tion time, as shown in FIG. 134, which shows results for the
case that VM is migrated from SSD to SSD, on average, SLR
and AIO have a slightly shorter migration time, and LR has a
slightly longer migration time, because of the overhead to
check bitmap in the copy process. In terms of 10 penalty,
DBT has the least IO penalty, and LR has the second lowest
10 penalty, as shown in FIG. 135, which show results for the
case that VM is migrated from SSD to SSD. However, DBT
generates the largest amount of data writes to the SSD, while
LR has the least amount of data writes to the SSD, as dis-
cussed above. Regarding migration cost, referring to FIGS.
13¢ and 13d, which show the results for the case that VM is
migrated from SSD to SSD LR yields the least cost, except
when the weight (y) is 0. In addition, the migration cost for
DBT increases faster than others as the weight increases,
because DBT has the largest slope. SLR, although yielding
slightly more migration cost when y=0, has a relatively lower
migration cost than DBT when v lies between 0.1 and 1.
Accordingly, SLR is a good, and likely the best, choice when
10 performance is a top priority. For the cases where 0.2<y<1,
LR is a good, and likely the best, choice, as LR has the lowest
migration cost.

Migrating VMs from HDDs to HDDs

In situations where no SSD is involved, the wear-out factor
Awear out does not affect migration cost. Referring to FIG.
14a, which shows results for the case that VM is migrated
from HDD to HDD, LR takes the shortest time to migrate a
VM, while DBT takes the longest time, where DBT further
occasionally fails to complete the migration. In addition, the
downtime for DBT is longer than LR, SLR, IO mirroring, and
AlOQ, as discussed above. Accordingly, DBT is excluded from
this comparison. In terms of IO penalty, referring to FIG. 145
which shows results for the case that VM is migrated from
HDD to HDD, SLR has the lowest IO penalty and AIO has the
second lowest 1O penalty. In this situation, there is a tradeoff
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between migration time and 1O performance, as a lower 10
penalty (A10) can only be achieved by sacrificing the migra-
tion time AMigration time. Taking both IO penalty and migra-
tion time into consideration, FIG. 14¢, which shows results
for the case that VM is migrated from HDD to HDD, shows
the migration cost (MC) for LR, SLR, AIO, IO mirroring, and
DBT. On average, SLR has the lowest migration cost, and LR
has the second lowest migration cost.

Lowering Migration Cost in Massive Storage Migration by
Mixing Different Designs

As discussed, with respect to massive VM live storage
migration in heterogeneous environments, LR, SLR, and AIO
each has strengths and weaknesses. In this section, embodi-
ments that can further reduce the overall migration cost for
such massive storage migration by mixing LR, SLR, and AIO.
In specific embodiments, all the VMs are moved from one
storage pool to another storage pool for the purpose of storage
maintenance. For comparison, the percentage of VMs to be
migrated from SSDs to SSDs can be assumed to be the same
as the percentage of VMs to be migrated from HDDs to
HDDs (s), and the number of VMs migrated from SSDs to
HDDs is the same as the number of VMs migrated from
HDDs to SSDs, which is (1-e-€)/2=0.5-€. The migration
cost of the massive storage migration is the sum of the migra-
tion cost for each individual storage migration. Specific
embodiments to be discussed have a weight y of 10%, 50%,
and 80%.

FIGS. 15a, 1556, and 15¢, which show results for overall
MC of the massive migration on heterogeneous storage envi-
ronment, show the migration cost for the massive storage
migration when each single storage migration design (LR,
SLR, and AIO) is deployed individually and when LR, SLR,
and AIO are mixed together (Mix). Referring to FIGS. 15a.
154, and 15¢, under different weights y and percentage of
migrating between heterogeneous storage media (0.5-€),
mixing LR, SLR, and AIO (Mix) can always achieve a lower
migration cost. This is because Mix can choose the migration
scheme among LR, SLR, and AIO with the lowest migration
cost for each single storage migration behavior. For instance,
when the SSD lifetime is the top priority (y>50%), most of the
VMs are migrated using LR, which makes the migration cost
of Mix close to that of LR (1% lower than LR but 69% lower
than AIO). When the IO performance is the top priority and
most of the migration occurs on the same storage media
(e—0), Mix is relatively close to AIO, but still has the lowest
migration cost (48% lower than the migration cost for AIO).

EMBODIMENTS
Embodiment 1

A method of transferring a virtual machine storage, com-
prising:

copying a virtual machine disk image of a virtual machine
from a source storage to a destination storage, wherein the
virtual machine disk image has a plurality of data blocks; and

handling virtual machine 10 requests from the virtual
machine during copying the virtual machine disk image from
the source storage to the destination storage,

wherein copying the virtual machine disk image from the
source storage to the destination storage and handling the
virtual machine IO requests from the virtual machine during
copying the virtual machine disk image from the source stor-
age to the destination storage is accomplished via (a), (b), or
(c), as follows:
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(a) copying the plurality of data blocks of the virtual
machine disk image from the source storage to the destination
storage;

partitioning the virtual machine disk image into a copied

region and a to-be-copied region, where the copied
region has been copied from the source storage to the
destination storage, wherein the to-be-copied region is
going to be copied from the source storage to the desti-
nation storage;

intercepting the virtual machine 1O requests from the vir-

tual machine, where the virtual machine 1O requests
from the virtual machine comprise write requests to the
virtual machine disk image and read requests to the
virtual machine disk image, wherein the write requests
to the virtual machine disk image comprise write
requests to the copied region and write requests to the
to-be-copied region, wherein the read requests to the
virtual machine disk image comprise read requests to the
copied region and read requests to the to-be-copied
region;

recording the write requests to the to-be-copied region in a

bitmap;

reading data for read requests to the copied region from the

destination storage;

wherein for each read request to the to-be-copied region,

(1) checking the bitmap to determine whether a data
block corresponding to the each read request to the
to-be-copied region is recorded in the bitmap;

(ii) if the data block corresponding to the each read
request to the to-be-copied region is recorded in the
bitmap, issuing the each read request to the to-be-
copied region to the destination storage; and

(iii) if the data block corresponding to the each read
request to the to-be-copied region is not recorded in
the bitmap, issuing the each read request to the to-be-
copied region to the source storage;

wherein for write requests to the virtual machine disk

image and read requests to the virtual machine disk
image intercepted while data blocks corresponding to
such intercepted write requests to the virtual machine
disk image and such intercepted read requests to the
virtual machine disk image are being copied from the
source storage to the destination storage, accomplishing
such intercepted write requests to the virtual machine
disk image and such intercepted read requests to the
virtual machine disk image after the data blocks corre-
sponding to such intercepted write requests to the virtual
machine disk image and such intercepted read requests
to the virtual machine disk image have been copied from
the source storage to the destination storage,

wherein copying the plurality of data blocks of the virtual

machine disk image from the source storage to the des-

tination storage comprises:

for each data block of the plurality of data blocks of the
virtual machine disk image to be copied from the
source storage to the destination storage,

(1) checking the bitmap to determine whether the each
data block of the plurality of data blocks of the virtual
machine disk image to be copied from the source
storage to the destination storage is recorded in the
bitmap;

(ii) if the each data block of the plurality of data blocks
of the virtual machine disk image to be copied from
the source storage to the destination storage is not
recorded in the bitmap, copying the each data block of
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the plurality of data blocks of the virtual machine disk
image to be copied from the source storage to the
destination storage; and

(iii) if the each data block of the plurality of data blocks
of the virtual machine disk image to be copied from
the source storage to the destination storage is
recorded in the bitmap, skipping copying the each
data block of the plurality of data blocks of the virtual
machine disk image to be copied from the source
storage to the destination storage,

(b) copying the plurality of data blocks of the virtual
machine disk image from the source storage to the destination
storage,

partitioning the virtual machine disk image into a copied

region and a to-be-copied region, where the copied
region has been copied from the source storage to the
destination storage, wherein the to-be-copied region is
going to be copied from the source storage to the desti-
nation storage;

intercepting the virtual machine 10 requests from the vir-

tual machine, where the virtual machine 1O requests
from the virtual machine comprise write requests to the
virtual machine disk image and read requests to the
virtual machine disk image, wherein the write requests
to the virtual machine disk image comprise write
requests to the copied region and write requests to the
to-be-copied region, wherein the read requests to the
virtual machine disk image comprise read requests to the
copied region and read requests to the to-be-copied
region;

issuing write requests to the to-be-copied region and read

requests to the to-be-copied region to the source storage;

recording the write requests to the copied region in a bit-
map;

issuing the write requests to the copied region to the des-

tination storage;

wherein for each read request to the copied region,

(1) checking the bitmap to determine whether a data
block corresponding to the each read request to the
copied region has been updated by one or more write
requests to the virtual machine disk image;

(ii) if the data block corresponding to the each read
request to the copied region has been updated by one
or more write requests to the virtual machine disk
image, reading the data block corresponding to the
each read request to the copied region from the des-
tination storage; and
(ii1) if the data block corresponding to the each read

request to the copied region has not been updated
by one or more write requests to the virtual
machine disk image, reading the data block corre-
sponding to the each read request to the copied
region from the source storage,

(c) copying the plurality of data blocks of the virtual
machine disk image from the source storage to the destination
storage;

partitioning the virtual machine disk image into a copied

region and a to-be-copied region, where the copied
region has been copied from the source storage to the
destination storage, wherein the to-be-copied region is
going to be copied from the source storage to the desti-
nation storage;

intercepting the virtual machine 10 requests from the vir-

tual machine, wherein the virtual machine 10 requests

from the virtual machine comprise write requests to the
virtual machine disk image and read requests to the
virtual machine disk image, wherein the write requests
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to the virtual machine disk image comprise write
requests to the copied region and write requests to the
to-be-copied region, wherein the read requests to the
virtual machine disk image comprise read requests to the
copied region and read requests to the to-be-copied
region;

issuing write requests to the to-be-copied region and read

requests to the to-be-copied region to the source storage;

issuing read requests to the copied region to the source
storage;

wherein for each write request to the copied region,

(1) checking to determine a number of pending write
requests to the copied region, wherein the number of
pending write requests to the copied region is a num-
ber of write requests to the copied region that have
been issued to the source storage and issued to the
destination storage minus a number of the write
requests to the copied region issued to source storage
and issued to destination storage where both the write
request to the copied region issued to the source stor-
age and the write request to the copied region issued to
the destination storage have been accomplished,

(ii) if the number of pending write requests to the copied
region is less than or equal to a threshold number,
issuing the each write request to the copied region to
the source storage and issuing the each write request
to the copied region to the destination storage;

(iii) if the number of pending write requests to the copied
region is greater than the threshold number,

(a) delaying; and
(b) repeating (i), (ii), and (iii) until the each write
request to the copied region is issued to the source
storage and issued to the destination storage,
wherein when the each write request to the copied region
issued to the source storage is accomplished or the each
write request to the copied region issued to the destina-
tion storage is accomplished, marking the each write
request to the copied region as completed and returning
the each write request to the copied region marked as
completed to the virtual machine.

This embodiment can be implemented in a virtual machine
management program, as a virtual machine storage migra-
tion, or as a stand alone program or system. Such a virtual
machine management program can have everything regard-
ing the virtual machine, for example, when the virtual
machine is created, including the size of the virtual storage,
information regarding where the storage is located, i.e.,
whether source is SSD or HDD and the specifications of the
source storage, as well as the specifications and type of the
destination storage. The virtual machine management pro-
gram can also provide estimates for the workload to be
expected during the storage migration. Such expected work-
load can be based on different ways to estimate such work-
load behavior, and can use information about the workload 10
characteristics (e.g., which portion of data blocks are being
accessed, the frequency of data access, etc.)

A method and/or system for transferring a virtual machine,
or for transferring a virtual machine storage can ask questions
of the user and then direct the transfer to a, b, or ¢. Such
questions can include one or more of the following: is the
source an SSD or HDD, is the destination an SSD or HDD,
how big is the virtual disk image, what source do you have,
what destination do you have, how important is keeping the
time of the transfer low, and how important is the lifetime of
the SSD (source and/or destination). The method or system
can then guide the transfer to one of a or b, to one of b or ¢, to
one of a or ¢, to one of a, b, or ¢ having the lowest MC, based
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on the answers to the question(s). Alternatively, the method or
system can just use a, just use b, or just use c.

Embodiment 2

The method according to Embodiment 1, wherein the bit-
map is on a memory, wherein the memory is external to the
source storage, wherein the memory is external to the desti-
nation storage.

Embodiment 3

The method according to Embodiment 1, wherein in (c),
further comprising:

incrementing a counter for each write request to the copied
region issued to the source storage and issued to the destina-
tion storage; and

decrementing the counter when both the each write request
to the copied region issued to the source storage is accom-
plished and the each write request to the copied region issued
to the destination storage is accomplished,

wherein checking to determine a number of pending write
requests to the copied region comprises:

checking the counter, wherein the counter tracks the num-
ber of pending write requests to the copied region.

Embodiment 4

The method according to Embodiment 3, wherein incre-
menting the counter occurs prior to issuing the each write
request to the copied region to the source storage and issuing
the each write request to the copied region to the destination
storage.

Embodiment 5

The method according to Embodiment 1, wherein in (b),
accomplishing such intercepted write requests to the virtual
machine disk image and such intercepted read requests to the
virtual machine disk image after the data blocks correspond-
ing to such intercepted write requests to the virtual machine
disk image and such intercepted read requests to the virtual
machine disk image have been copied from the source storage
to the destination storage comprises:

deferring such intercepted write requests to the virtual
machine disk image and such intercepted read requests to the
virtual machine disk image;

putting such intercepted write requests to the virtual
machine disk image and such intercepted read requests to the
virtual machine disk image into a queue; and

handling such intercepted write requests to the virtual
machine disk image and such intercepted read requests to the
virtual machine disk image after the data blocks correspond-
ing to such intercepted write requests to the virtual machine
disk image and such intercepted read requests to the virtual
machine disk image have been copied from the source storage
to the destination storage.

Embodiment 6

The method according to Embodiment 1, wherein copying
the virtual machine disk image from the source storage to the
destination storage and handling the virtual machine 10
requests from the virtual machine is accomplished without
service interruption to a running workload on the virtual
machine.

10

15

20

25

30

35

40

45

50

55

60

65

22

Embodiment 7

The method according to Embodiment 1, wherein the
source storage is a source solid state drive (SSD) or a source
hard disk drive (HDD), wherein the destination storage is a
destination SSD or a destination HDD.

Embodiment 8

The method according to Embodiment 7, wherein the
source storage is the source SSD and the destination storage
is the destination SSD.

Embodiment 9

The method according to Embodiment 7, wherein the
source storage is the source SSD and the destination storage
is the destination HDD.

Embodiment 10

The method according to Embodiment 7, wherein the
source storage is the source HDD and the destination storage
is the destination SSD.

Embodiment 11

The method according to Embodiment 7, wherein the
source storage is the source HDD and the destination storage
is the destination HDD.

Embodiment 12

The method according to Embodiment 1, wherein copying
the virtual machine disk image from the source storage to the
destination storage and handling the virtual machine 10
requests from the virtual machine during copying the virtual
machine disk image from the source storage to the destination
storage comprises copying the virtual machine disk image
from the source storage to the destination storage and han-
dling the virtual machine IO requests from the virtual
machine via a one of (a), (b), and (c) having a lowest total cost
of migration of a total cost of migration of (a), a total cost of
migration of (b), and a total cost of migration of (c), where a
total cost of migration, MC, is based on:

an 1O penalty, A;o;

a migration time factor, A

a wear out factor, A, o,

a weight, v, as follows:

migration time’

and

MC =y # Ayear our * Amigration time + (1 = ¥) # Mo * Aigration time
= Amigration time * (Y * Myear o + (1 =) £ Aj0),
where

Best /0 Performance—

10 Performance during migration

o = Best /0 Performance

data written to SSD per time unit

Avear our =

Workload Data Writes per time unit’

migration time

Aigration time = T————————
image copy time

y is greater than or equal to 0 and less than or equal to 1,
wherein best IO performance is a better of an 1O perfor-
mance of the source storage and an IO performance of the
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destination storage if the 10 performance of the source stor-
age and the 1O performance of the destination storage are not
the same, or the IO performance of the source storage ifthe 1O
performance of the source storage and the IO performance of
the destination storage are the same,

wherein 10O performance during migration is an 1O perfor-
mance experienced during migrating the virtual machine,

wherein data written to SSD per time unit is an estimate of
an amount of data written to the source storage per time unit
if the source storage is a source SSD plus an estimate of an
amount of data written to the destination storage per time unit
if the destination storage is a destination SSD, or zero if both
the source storage is a source HDD and the destination stor-
age is a destination HDD,

wherein workload data writes per time unit is the estimate
of the amount of data written to the source storage per time
plus the estimate of the amount of data written to the desti-
nation storage per time unit during copying the virtual
machine disk image from the source storage to the destination
storage and handling virtual machine IO requests from the
virtual machine during copying the virtual machine disk
image from the source storage to the destination storage,

wherein migration time is an estimate of a period of time to
complete copying the virtual machine disk image from the
source storage to the destination storage and handling virtual
machine IO requests from the virtual machine during copying
the virtual machine disk image from the source storage to the
destination storage,

wherein image copy time is an amount of time copying the
virtual machine disk image from the source storage to the
destination storage would take if such copying were not inter-
rupted.

Embodiment 13

The method according to Embodiment 12, further com-
prising:

calculating at least two of the following:

(1) the total cost of migration for (a);

(2) the total cost of migration for (b); and

(3) the total cost of migration for (c).

Embodiment 14

The method according to Embodiment 13, wherein prior to
calculating the at least two of (1), (2), and (3), further com-
prising:

determining the 10 performance of the source storage;

determining the 1O performance of the destination storage;

if the source storage is a source SSD, determining the
estimate of the amount of data written to the source storage
per time unit;

if the destination storage is a destination SSD, determining
the estimate of the amount of data written to the destination
storage per time unit;

determining the estimate of the amount of data written to
the source storage per time unit plus the estimate of the
amount of data written to the destination storage per time unit;

determining the estimate of the period of time to complete
copying the virtual machine disk image from the source stor-
age to the destination storage and handling virtual machine
10 requests from the virtual machine during copying the
virtual machine disk image from the source storage to the
destination storage; and

determining the amount of time copying the virtual
machine disk image from the source storage to the destination
storage would take if such copying were not interrupted.
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Embodiment 15

The method according to Embodiment 14, wherein migra-
tion time is determined from a size of the virtual machine disk
image, the 1O performance of the source storage, and the 10
performance of the destination storage, and the estimate of
the amount of data written to the source storage per time unit
plus the estimate of the amount of data written to the desti-
nation storage per time unit, wherein the estimate of the
amount of data written to the source storage per time unit plus
the estimate of the amount of data written to the destination
storage per time unit is determined from an estimate of work-
load data writes per time unit.

Embodiment 16

The method according to Embodiment 12, further com-
prising:

receiving a size of the virtual machine disk image;

receiving an estimate of the workload data writes per time
unit;

receiving an indication as to whether the source storage is
a SSD or an HDD and the IO performance of the source
storage, wherein the amount of data written to the source
storage per time unit is the 10 performance of the source
storage;

receiving an indication as to whether the destination stor-
age is a SSD or an HDD and the 10 performance of the
destination storage, wherein the amount of data written to the
destination storage per time unit is the 10 performance of the
destination storage;

determining the estimate of the period of time to complete
copying the virtual machine disk image from the source stor-
age to the destination storage and handling virtual machine
10 requests from the virtual machine during copying the
virtual machine disk image from the source storage to the
destination storage, wherein the estimate of the period of time
to complete copying the virtual machine disk image from the
source storage to the destination storage and handling virtual
machine IO requests from the virtual machine during copying
the virtual machine disk image from the source storage to the
destination storage is determined from the size of the virtual
machine disk image, the estimate of the workload data writes
per time unit, the indication as to whether the source storage
is a SSD or an HDD, the IO performance of the source
storage, the indication as to whether the destination storage is
a SSD or an HDD, and the 10 performance of the destination
storage; and

determining the amount of time copying the virtual
machine disk image from the source storage to the destination
storage would take if such copying were not interrupted from
the size of the virtual machine disk image, wherein the
amount of time copying the virtual machine disk image from
the source storage to the destination storage would take if
such copying were not interrupted from the size of the virtual
machine disk image is determined from the size of the virtual
machine disk image, the indication as to whether the source
storage is a SSD or an HDD, the 10 performance of the source
storage, the indication as to whether the destination storage is
a SSD or an HDD, and the 10 performance of the destination
storage.

Embodiment 17

The method according to Embodiment 13, further com-
prising determining a lowest of the at least two of (1), (2), and
(3) that were calculated, wherein the lowest total cost of
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migration is the lower of the atleast two of (1), (2) and (3) that
were calculated is the lowest total cost of migration.

Embodiment 18

The method according to Embodiment 17, wherein the at
least two of (1), (2), and (3) that were calculated is the total
cost of migration for (a), the total cost of migration for (b),
and the total cost of migration for (c).

Embodiment 19

The method according to Embodiment 1, wherein copying
the virtual machine disk image from the source storage to the
destination storage and handling the virtual machine 10
requests from the virtual machine during copying the virtual
machine disk image from the source storage to the destination
storage is accomplished via (a).

Embodiment 20

The method according to Embodiment 19, wherein the
destination storage is a destination SSD.

Embodiment 21

The method according to Embodiment 1, wherein copying
the virtual machine disk image from the source storage to the
destination storage and handling the virtual machine 10
requests from the virtual machine during copying the virtual
machine disk image from the source storage to the destination
storage is accomplished via (b).

Embodiment 22

The method according to Embodiment 21, wherein the
source storage is a SSD and the destination storage is a HDD.

Embodiment 23

The method according to Embodiment 21, wherein issuing
the write requests to the copied region to the destination
storage keeps the copied region up-to-date without invoking a
merge process.

Embodiment 24

The method according to Embodiment 1, wherein copying
the virtual machine disk image from the source storage to the
destination storage and handling the virtual machine 10
requests from the virtual machine during copying the virtual
machine disk image from the source storage to the destination
storage is accomplished via (c).

Embodiment 25

The method according to Embodiment 24, wherein the
source storage is a SSD and the destination storage is a HDD.

Embodiment 26

The method according to Embodiment 24, wherein more
than 50% of the write requests to the virtual machine are
issued to the source storage during copying the virtual
machine disk image from the source storage to the destination
storage and handling the virtual machine IO requests from the
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virtual machine during copying the virtual machine disk
image from the source storage to the destination storage.

Embodiment 27

The method according to Embodiment 24, wherein at least
a portion of the pending write requests to the copied region
are completed when a virtual machine CPU is computating,
when virtual machine memory data is being accessed, and/or
when read requests to the virtual machine disk image are
being accomplished.

Embodiment 28

The method according to Embodiment 1, wherein in (c),
further comprising:

when the source storage is a source SSD and the destination
storage is a destination HDD,

incrementing a counter for each write request to the copied
region issued to the destination storage; and

decrementing the counter when the each write request to
the copied region issued to the destination storage is accom-
plished,

wherein checking to determine a number of pending write
requests to the copied region comprises:

checking the counter, wherein the counter tracks the num-
ber of pending write requests to the copied region.

wherein in (¢), when the source storage is a source HDD
and the destination storage is a destination SSD,

incrementing a counter for each write request to the copied
region issued to the source storage; and

decrementing the counter when both the each write request
to the copied region issued to the source storage is accom-
plished,

wherein checking to determine a number of pending write
requests to the copied region comprises:

checking the counter, wherein the counter tracks the num-
ber of pending write requests to the copied region.

Embodiment 29

The method according to Embodiment 1, wherein with
respect to (c), delaying comprises delaying for a certain
period of time.

Embodiment 30

The method according to Embodiment 1, wherein the
source storage is a source disk array comprising a plurality of
source array storages, wherein the destination storage is a
destination disk array comprising a plurality of destination
array storages, wherein each source array storage of the plu-
rality of source array storages corresponds to a corresponding
destination array storage of the plurality of destination array
storages, such that the each source array storage is copied to
the corresponding destination array storage, wherein each
source array storage is copied to the corresponding destina-
tion array storage via a one of (a), (b), or (¢) having the lowest
total cost of migration with respect to the each source array
storage and the corresponding destination array storage.

Embodiment 31

The method according to Embodiment 12, wherein the
lowest total cost of migration is lower than a total cost of
migration for copying the virtual machine disk image from
the source storage to the destination storage and handling the
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virtual machine IO requests from the virtual machine during
copying the virtual machine disk image from the source stor-
age to the destination storage via dirty block tracking,
wherein the lowest total cost of migration is lower than a total
cost of migration for copying the virtual machine disk image
from the source storage to the destination storage and han-
dling the virtual machine IO requests from the virtual
machine during copying the virtual machine disk image from
the source storage to the destination storage via IO mirroring.

Embodiment 32

The method according to Embodiment 12, wherein migra-
tion time is the image copy time plus downtime, wherein the
downtime is an amount of time the virtual machine is paused
duringcopying the virtual machine disk image from the
source storage to the destination storage and handling the
virtual machine IO requests from the virtual machine during
copying the virtual machine disk image from the source stor-
age to the destination storage.

Embodiment 33

The method according to Embodiment 19, wherein when
the destination storage is a destination SSD storage, more
than 50% of the write requests to the virtual machine disk
image are issued to the destination storage during copying the
virtual machine disk image from the source storage to the
destination storage and handling the virtual machine 10
requests from the virtual machine during copying the virtual
machine disk image from the source storage to the destination
storage.

Embodiment 34

The method according to Embodiment 19, wherein when
the destination storage is a destination SSD storage, at least
95% of the write requests are issued to the destination storage
during copying the virtual machine disk image from the
source storage to the destination storage and handling the
virtual machine IO requests from the virtual machine during
copying the virtual machine disk image from the source stor-
age to the destination storage.

Embodiment 35

A method of migrating a virtual machine, comprising:

transferring a CPU state of a virtual machine and memory
data of the virtual machine; and

transferring a virtual machine storage of the virtual
machine, wherein transferring the virtual machine storage of
the virtual machine is accomplished via the method of claim
1.

Embodiment 36

A virtual machine management system, comprising a non-
volatile, computer readable media with instructions for per-
forming the method of transferring a virtual machine storage
of claim 1.

Embodiment 37

The method according to Embodiment 1, wherein when the
source storage is a source SSD and the destination storage is
a destination HDD,

10

15

20

25

30

35

40

45

50

55

60

65

28

(1) if CO,=y=1.0, copying the virtual machine image from
the source storage to the destination storage and handling the
virtual machine IO requests from the virtual machine during
copying the virtual machine disk image from the source stor-
age to the destination storage is accomplished via (a);

(i) if CO,=y<CO,, copying the virtual machine image
from the source storage to the destination storage and han-
dling the virtual machine IO requests from the virtual
machine during copying the virtual machine disk image from
the source storage to the destination storage is accomplished
via (b); and

(ii1) if O=y<CO,, copying the virtual machine image from
the source storage to the destination storage and handling the
virtual machine IO requests from the virtual machine during
copying the virtual machine disk image from the source stor-
age to the destination storage is accomplished via (c),

where CO, is a first cutoff and CO, is a second cutoff.
Embodiment 38

The method according to Embodiment 37, wherein
C0,=0.3 and CO,=0.6.

With respect to the method according to Embodiment 1,
when the source storage is a source SSD and the destination
storage is a destination SSD, accomplishing copying the vir-
tual machine image from the source storage to the destination
storage and handling the virtual machine 1O requests from the
virtual machine during copying the virtual machine disk
image from the source storage to the destination storage via
(a) typically provides the lowest costs of migrations, indepen-
dent of'y.

With respect to the method according to Embodiment 1,
when the source storage is a source HDD and the destination
storage is a destination SSD, accomplishing copying the vir-
tual machine image from the source storage to the destination
storage and handling the virtual machine 1O requests from the
virtual machine during copying the virtual machine disk
image from the source storage to the destination storage is via
(a) typically provides the lowest costs of migrations, indepen-
dent of'y.

With respect to the method according to Embodiment 1,
when the destination storage is a destination SSD, accom-
plishing copying the virtual machine image from the source
storage to the destination storage and handling the virtual
machine IO requests from the virtual machine during copying
the virtual machine disk image from the source storage to the
destination storage via (a) typically provides the lowest costs
of migrations, independent of y.

Embodiment 39

The method according to Embodiment 1, wherein when the
source storage is a source SSD and the destination storage is
a destination HDD,

(1) if CO,=y=1.0, copying the virtual machine image from
the source storage to the destination storage and handling the
virtual machine IO requests from the virtual machine during
copying the virtual machine disk image from the source stor-
age to the destination storage is accomplished via (a); and

(i1) if O=y<CO,, copying the virtual machine image from
the source storage to the destination storage and handling the
virtual machine IO requests from the virtual machine during
copying the virtual machine disk image from the source stor-
age to the destination storage is accomplished via (b).
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Embodiment 40

The method according to Embodiment 39, wherein
CO,=0.6.

Embodiment 41

The method according to Embodiment 1, wherein when the
source storage is a source SSD and the destination storage is
a destination HDD,

(1) if CO,=y=1.0, copying the virtual machine image from
the source storage to the destination storage and handling the
virtual machine IO requests from the virtual machine during
copying the virtual machine disk image from the source stor-
age to the destination storage is accomplished via (a); and

(i1) if O=y<CO,, copying the virtual machine image from
the source storage to the destination storage and handling the
virtual machine IO requests from the virtual machine during
copying the virtual machine disk image from the source stor-
age to the destination storage is accomplished via (c).

Embodiment 42

The method according to Embodiment 41, wherein
CO,=0.5.

Embodiment 43

The method according to Embodiment 1, wherein when the
source storage is a source SSD and the destination storage is
a destination HDD,

(1) if CO,=y=1.0, copying the virtual machine image from
the source storage to the destination storage and handling the
virtual machine IO requests from the virtual machine during
copying the virtual machine disk image from the source stor-
age to the destination storage is accomplished via (b); and

(ii) if O=y<CO,, copying the virtual machine image from
the source storage to the destination storage and handling the
virtual machine IO requests from the virtual machine during
copying the virtual machine disk image from the source stor-
age to the destination storage is accomplished via (c).

Embodiment 44

The method according to Embodiment 43, wherein
CO,=0.3.

With respect to the method according to Embodiment 1,
wherein when the source storage is a source HDD and the
destination storage is a destination HDD, accomplishing
copying the virtual machine image from the source storage to
the destination storage and handling the virtual machine 10
requests from the virtual machine during copying the virtual
machine disk image from the source storage to the destination
storage is via (c) typically provides the lowest costs of migra-
tions, independent of y.

Embodiment 45

The method according to Embodiment 1, further compris-
ing: receiving a selection of (a), (b), or (¢) from a user.

Embodiment 46

The method according to Embodiment 12, further com-
prising receiving y from a user, wherein y is based on the
user’s preference.
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Embodiment 47

A method of transferring a virtual machine storage, com-
prising:

copying a virtual machine disk image of a virtual machine
from a source storage to a destination storage, wherein the
virtual machine disk image has a plurality of data blocks; and

handling virtual machine 1O requests from the virtual
machine during copying the virtual machine disk image from
the source storage to the destination storage,

calculating at least two total costs of migration for a cor-
responding at least two ways to copy one or more data blocks
of' the virtual machine from the source storage to the destina-
tion storage and handle the virtual machine 1O requests dur-
ing copying the virtual disk image from the source storage to
the destination storage, where a total cost of migration, MC,
is based on:

an IO penalty, A}

a migration time factor, A

a wear out factor, . ...

a weight, v, as follows:

migration time?

and

MC =y # Ayear our * Amigration time + (1 = ¥) # Mo * Aigration time
= Amigration time * (Y * Myear o + (1 =) £ Aj0),
where

Best [0 Performance—

10 Performance during migration

Ao =
fo Best /O Performance
N data written to SSD per time unit
wearout = Workload Data Writes per time unit’
migration time
Aigration time =

image copy time ’

y is greater than or equal to 0 and less than or equal to 1,

wherein best IO performance is a better of an 1O perfor-
mance of the source storage and an IO performance of the
destination storage if the 10 performance of the source stor-
age and the 1O performance of the destination storage are not
the same, or the IO performance of the source storage ifthe 1O
performance of the source storage and the 1O performance of
the destination storage are the same,

wherein 10 performance during migration is an 10 perfor-
mance experienced during migrating the virtual machine,

wherein data written to SSD per time unit is an amount of
data written to the source storage per time unit if the source
storage is a source SSD plus an amount of data written to the
destination storage per time unit if the destination storage is a
destination SSD, or zero if both the source storage is a source
HDD and the destination storage is a destination HDD,

wherein workload data writes per time unit is the amount of
data written to the source storage per time unit plus the
amount of data written to the destination storage per time unit
during copying the virtual machine disk image from the
source storage to the destination storage and handling virtual
machine IO requests from the virtual machine during copying
the virtual machine disk image from the source storage to the
destination storage,

wherein migration time is a period of time to complete
copying the virtual machine disk image from the source stor-
age to the destination storage and handling virtual machine
10 requests from the virtual machine during copying the
virtual machine disk image from the source storage to the
destination storage,
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wherein image copy time is an amount of time copying the
virtual machine disk image from the source storage to the
destination storage would take if such copying were not inter-
rupted,

wherein copying the virtual machine image from the
source storage to the destination storage and handling the
virtual machine IO requests from the virtual machine during
copying the virtual machine disk image from the source stor-
age to the destination storage is accomplished via a one of the
at least two ways having a lowest total cost of migration.

Embodiment 48

A method of transferring a virtual machine storage, com-
prising:

copying a virtual machine disk image of a virtual machine
from a source storage to a destination storage, wherein the
virtual machine disk image has a plurality of data blocks; and

handling virtual machine 10 requests from the virtual
machine during copying the virtual machine disk image from
the source storage to the destination storage,

calculating a total cost of migration to copy one or more
data blocks of the virtual machine from the source storage to
the destination storage and handle the virtual machine 10
requests during copying the virtual disk image from the
source storage to the destination storage, where a total cost of
migration, MC, is based on:

an 1O penalty, A;;

a migration time factor, A

a wear out factor, A, .. ...

a weight, v, as follows:

migration time?

and

MC =y # Ayoar out * Amigration time + (L = ¥) ¥ A10 * Aigration time
= Amigration time * (¥ # Awear ow + (1 =) #410),
where

Best [0 Performance—

N 10 Performance during migration
o= Best /O Performance
data written to SSD per time unit
Avear our =

Workload Data Writes per time unit’

migration time
Armigration time = T————
image copy time

y is greater than or equal to 0 and less than or equal to 1,

wherein best 1O performance is a better of an 10 perfor-
mance of the source storage and an IO performance of the
destination storage if the 10 performance of the source stor-
age and the 1O performance of the destination storage are not
the same, or the IO performance of the source storage ifthe 1O
performance of the source storage and the IO performance of
the destination storage are the same,

wherein 10O performance during migration is an 1O perfor-
mance experienced during migrating the virtual machine,

wherein data written to SSD per time unit is an amount of
data written to the source storage per time unit if the source
storage is a source SSD plus an amount of data written to the
destination storage per time unit if the destination storage is a
destination SSD, or zero if both the source storage is a source
HDD and the destination storage is a destination HDD,

wherein workload data writes per time unit is the amount of
data written to the source storage per time unit plus the
amount of data written to the destination storage per time unit
during copying the virtual machine disk image from the
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source storage to the destination storage and handling virtual
machine IO requests from the virtual machine during copying
the virtual machine disk image from the source storage to the
destination storage,

wherein migration time is a period of time to complete
copying the virtual machine disk image from the source stor-
age to the destination storage and handling virtual machine
10 requests from the virtual machine during copying the
virtual machine disk image from the source storage to the
destination storage,

wherein image copy time is an amount of time copying the
virtual machine disk image from the source storage to the
destination storage would take if such copying were not inter-
rupted.

Embodiment 49

The method according to Embodiment 48, wherein the
amount of data written to the source storage per time unit if
the source storage is a source SSD is an estimate of the
amount of data written to the source storage per time unit if
the source storage is a source SSD, wherein the amount of
data written to the destination storage per time unit if the
destination storage is a destination SSD is an estimate of the
amount of data written to the destination storage per time unit
if the destination storage is a destination SSD, and wherein
the period of time to complete copying the virtual machine
disk image from the source storage to the destination storage
and handling virtual machine 10 requests from the virtual
machine during copying the virtual machine disk image from
the source storage to the destination storage is an estimate of
the period of time to complete copying the virtual machine
disk image from the source storage to the destination storage
and handling virtual machine 10 requests from the virtual
machine during copying the virtual machine disk image from
the source storage to the destination storage.

Embodiment 50

A method of transferring a virtual machine storage, com-
prising:

copying a virtual machine disk image of a virtual machine
from a source storage to a destination storage, wherein the
virtual machine disk image has a plurality of data blocks; and

handling virtual machine 1O requests from the virtual
machine during copying the virtual machine disk image from
the source storage to the destination storage,

calculating at least one total cost of migration for a corre-
sponding at least one way to copy one or more data blocks of
the virtual machine from the source storage to the destination
storage and handle the virtual machine IO requests during
copying the virtual disk image from the source storage to the
destination storage.

Embodiment 51

A method of determining a total cost of migration for
transferring a virtual machine storage, comprising:

receiving information regarding a virtual machine disk
image corresponding to a virtual machine, a source storage,
and a destination storage; and

calculating a total cost of migration, where the total cost of
migration, MC, is based on:

an 1O penalty, A;o;

a migration time factor, A

a wear out factor, A

migration time?

and

wear outd
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a weight, v, as follows:

MC =y # Ayoar out * Amigration time + (L = ¥) ¥ A10 * Aigration time
= Amigration time * (¥ # Awear ow + (1 =) #410),
where

Best [0 Performance—

10 Performance during migration
Best /O Performance

Ao =

data written to SSD per time unit

Avear our =

Workload Data Writes per time unit’

migration time
Armigration time = T————
image copy time

y is greater than or equal to 0 and less than or equal to
wherein best IO performance is a better of an 1O performance
of'the source storage and an IO performance of the destination
storage if the IO performance of the source storage and the IO
performance of the destination storage are not the same, or the
10 performance of the source storage if the 1O performance of
the source storage and the 1O performance of the destination
storage are the same,

wherein 10O performance during migration is an 1O perfor-
mance experienced during migrating the virtual machine,

wherein data written to SSD per time unit is an amount of
data written to the source storage per time unit if the source
storage is a source SSD plus an amount of data written to the
destination storage per time unit if the destination storage is a
destination SSD, or zero if both the source storage is a source
HDD and the destination storage is a destination HDD,

wherein workload data writes per time unit is the amount of
data written to the source storage per time unit plus the
amount of data written to the destination storage per time unit
during copying the virtual machine disk image from the
source storage to the destination storage and handling virtual
machine IO requests from the virtual machine during copying
the virtual machine disk image from the source storage to the
destination storage,

wherein migration time is a period of time to complete
copying the virtual machine disk image from the source stor-
age to the destination storage and handling virtual machine
10 requests from the virtual machine during copying the
virtual machine disk image from the source storage to the
destination storage,

wherein image copy time is an amount of time copying the
virtual machine disk image from the source storage to the
destination storage would take if such copying were not inter-
rupted.

Embodiment 52

The method according to Embodiment 51, wherein the
amount of data written to the source storage per time unit if
the source storage is a source SSD is an estimate of the
amount of data written to the source storage per time unit if
the source storage is a source SSD, wherein the amount of
data written to the destination storage per time unit if the
destination storage is a destination SSD is an estimate of the
amount of data written to the destination storage per time unit
if the destination storage is a destination SSD, and wherein
the period of time to complete copying the virtual machine
disk image from the source storage to the destination storage
and handling virtual machine 10 requests from the virtual
machine during copying the virtual machine disk image from
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the source storage to the destination storage is an estimate of
the period of time to complete copying the virtual machine
disk image from the source storage to the destination storage
and handling virtual machine 10 requests from the virtual
machine during copying the virtual machine disk image from
the source storage to the destination storage.

Aspects of the invention may be described in the general
context of computer-executable instructions, such as program
modules, being executed by a computer. Generally, program
modules include routines, programs, objects, components,
data structures, etc., that perform particular tasks or imple-
ment particular abstract data types. Moreover, those skilled in
the art will appreciate that the invention may be practiced with
a variety of computer-system configurations, including mul-
tiprocessor systems, microprocessor-based or program-
mable-consumer electronics, minicomputers, mainframe
computers, and the like. Any number of computer-systems
and computer networks are acceptable for use with the
present invention.

Specific hardware devices, programming languages, com-
ponents, processes, protocols, and numerous details includ-
ing operating environments and the like are set forth to pro-
vide a thorough understanding of the present invention. In
other instances, structures, devices, and processes are shown
in block-diagram form, rather than in detail, to avoid obscur-
ing the present invention. But an ordinary-skilled artisan
would understand that the present invention may be practiced
without these specific details. Computer systems, servers,
work stations, and other machines may be connected to one
another across a communication medium including, for
example, a network or networks.

As one skilled in the art will appreciate, embodiments of
the present invention may be embodied as, among other
things: a method, system, or computer-program product.
Accordingly, the embodiments may take the form of a hard-
ware embodiment, a software embodiment, or an embodi-
ment combining software and hardware. In an embodiment,
the present invention takes the form of a computer-program
product that includes computer-useable instructions embod-
ied on one or more computer-readable media.

Computer-readable media include both volatile and non-
volatile media, transient and non-transient media, removable
and nonremovable media, and contemplate media readable
by a database, a switch, and various other network devices.
By way of example, and not limitation, computer-readable
media comprise media implemented in any method or tech-
nology for storing information. Examples of stored informa-
tion include computer-useable instructions, data structures,
program modules, and other data representations. Media
examples include, but are not limited to, information-delivery
media, RAM, ROM, EEPROM, flash memory or other
memory technology, CD-ROM, digital versatile discs
(DVD), holographic media or other optical disc storage, mag-
netic cassettes, magnetic tape, magnetic disk storage, and
other magnetic storage devices. These technologies can store
data momentarily, temporarily, or permanently.

The invention may be practiced in distributed-computing
environments where tasks are performed by remote-process-
ing devices that are linked through a communications net-
work. In a distributed-computing environment, program
modules may be located in both local and remote computer-
storage media including memory storage devices. The com-
puter-useable instructions form an interface to allow a com-
puter to react according to a source of input. The instructions
cooperate with other code segments to initiate a variety of
tasks in response to data received in conjunction with the
source of the received data.
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The present invention may be practiced in a network envi-
ronment such as a communications network. Such networks
are widely used to connect various types of network elements,
such as routers, servers, gateways, and so forth. Further, the
invention may be practiced in a multi-network environment
having various, connected public and/or private networks.

Communication between network elements may be wire-
less or wireline (wired). As will be appreciated by those
skilled in the art, communication networks may take several
different forms and may use several different communication
protocols. And the present invention is not limited by the
forms and communication protocols described herein.

All patents, patent applications, provisional applications,
and publications referred to or cited herein are incorporated
by reference in their entirety, including all figures and tables,
to the extent they are not inconsistent with the explicit teach-
ings of this specification.

It should be understood that the examples and embodi-
ments described herein are for illustrative purposes only and
that various modifications or changes in light thereof will be
suggested to persons skilled in the art and are to be included
within the spirit and purview of this application and the scope
of the appended claims. In addition, any elements or limita-
tions of any invention or embodiment thereof disclosed
herein can be combined with any and/or all other elements or
limitations (individually or in any combination) or any other
invention or embodiment thereof disclosed herein, and all
such combinations are contemplated with the scope of the
invention without limitation thereto.
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We claim:

1. A method of transferring a virtual machine storage,

comprising:
copying a virtual machine disk image of a virtual machine
from a source storage to a destination storage, wherein
the virtual machine disk image has a plurality of data
blocks; and
handling virtual machine 1O requests from the virtual
machine during copying the virtual machine disk image
from the source storage to the destination storage,
wherein copying the virtual machine disk image from the
source storage to the destination storage and handling
the virtual machine IO requests from the virtual machine
during copying the virtual machine disk image from the
source storage to the destination storage is accomplished
via (a), (b), or (c), as follows:
(a) copying the plurality of data blocks of the virtual
machine disk image from the source storage to the des-
tination storage;
partitioning the virtual machine disk image into a copied
region and a to-be-copied region, where the copied
region has been copied from the source storage to the
destination storage, wherein the to-be-copied region
is going to be copied from the source storage to the
destination storage;

intercepting the virtual machine 1O requests from the
virtual machine, where the virtual machine IO
requests from the virtual machine comprise write
requests to the virtual machine disk image and read
requests to the virtual machine disk image, wherein
the write requests to the virtual machine disk image
comprise write requests to the copied region and write
requests to the to-be-copied region, wherein the read
requests to the virtual machine disk image comprise
read requests to the copied region and read requests to
the to-be-copied region;
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recording the write requests to the to-be-copied region in
a bitmap;

reading data for read requests to the copied region from
the destination storage;

wherein for each read request to the to-be-copied region,

(1) checking the bitmap to determine whether a data
block corresponding to the each read request to the
to-be-copied region is recorded in the bitmap;

(i1) if the data block corresponding to the each read
request to the to-be-copied region is recorded in the
bitmap, issuing the each read request to the to-be-
copied region to the destination storage; and

(ii1) if the data block corresponding to the each read
request to the to-be-copied region is not recorded in
the bitmap, issuing the each read request to the
to-be-copied region to the source storage;

wherein for write requests to the virtual machine disk
image and read requests to the virtual machine disk
image intercepted while data blocks corresponding to
such intercepted write requests to the virtual machine
disk image and such intercepted read requests to the
virtual machine disk image are being copied from the
source storage to the destination storage, accomplish-
ing such intercepted write requests to the virtual
machine disk image and such intercepted read
requests to the virtual machine disk image after the
data blocks corresponding to such intercepted write
requests to the virtual machine disk image and such
intercepted read requests to the virtual machine disk
image have been copied from the source storage to the
destination storage,

wherein copying the plurality of data blocks of the vir-
tual machine disk image from the source storage to
the destination storage comprises:

for each data block of the plurality of data blocks of
the virtual machine disk image to be copied from
the source storage to the destination storage,

(1) checking the bitmap to determine whether the each
data block of the plurality of data blocks of the
virtual machine disk image to be copied from the
source storage to the destination storage is recorded
in the bitmap;

(i1) if the each data block of the plurality of data blocks
of'the virtual machine disk image to be copied from
the source storage to the destination storage is not
recorded in the bitmap, copying the each data block
of'the plurality of data blocks of the virtual machine
disk image to be copied from the source storage to
the destination storage; and

(iii) if the each data block of the plurality of data
blocks of the virtual machine disk image to be
copied from the source storage to the destination
storage is recorded in the bitmap, skipping copying
the each data block of the plurality of data blocks of
the virtual machine disk image to be copied from
the source storage to the destination storage,

(b) copying the plurality of data blocks of the virtual
machine disk image from the source storage to the des-
tination storage,
partitioning the virtual machine disk image into a copied

region and a to-be-copied region, where the copied

region has been copied from the source storage to the
destination storage, wherein the to-be-copied region
is going to be copied from the source storage to the
destination storage;

intercepting the virtual machine IO requests from the
virtual machine, where the virtual machine IO
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requests from the virtual machine comprise write

requests to the virtual machine disk image and read

requests to the virtual machine disk image, wherein
the write requests to the virtual machine disk image
comprise write requests to the copied region and write
requests to the to-be-copied region, wherein the read
requests to the virtual machine disk image comprise
read requests to the copied region and read requests to
the to-be-copied region;

issuing write requests to the to-be-copied region and
read requests to the to-be-copied region to the source
storage;

recording the write requests to the copied region in a
bitmap;

issuing the write requests to the copied region to the
destination storage;

wherein for each read request to the copied region,

(1) checking the bitmap to determine whether a data
block corresponding to the each read request to the
copied region has been updated by one or more
write requests to the virtual machine disk image;

(i1) if the data block corresponding to the each read
request to the copied region has been updated by
one or more write requests to the virtual machine
disk image, reading the data block corresponding
to the each read request to the copied region from
the destination storage; and

(iii) if the data block corresponding to the each read
request to the copied region has not been updated
by one or more write requests to the virtual
machine disk image, reading the data block corre-
sponding to the each read request to the copied
region from the source storage,

(c) copying the plurality of data blocks of the virtual
machine disk image from the source storage to the des-
tination storage;
partitioning the virtual machine disk image into a copied

region and a to-be-copied region, where the copied

region has been copied from the source storage to the
destination storage, wherein the to-be-copied region
is going to be copied from the source storage to the
destination storage;

intercepting the virtual machine 1O requests from the

virtual machine, wherein the virtual machine 10

requests from the virtual machine comprise write

requests to the virtual machine disk image and read
requests to the virtual machine disk image, wherein
the write requests to the virtual machine disk image
comprise write requests to the copied region and write
requests to the to-be-copied region, wherein the read
requests to the virtual machine disk image comprise
read requests to the copied region and read requests to
the to-be-copied region;

issuing write requests to the to-be-copied region and
read requests to the to-be-copied region to the source
storage;

issuing read requests to the copied region to the source
storage;

wherein for each write request to the copied region,

(1) checking to determine a number of pending write
requests to the copied region, wherein the number
of pending write requests to the copied region is a
number of write requests to the copied region that
have been issued to the source storage and issued to
the destination storage minus a number of the write
requests to the copied region issued to source stor-
age and issued to destination storage where both
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the write request to the copied region issued to the
source storage and the write request to the copied
region issued to the destination storage have been
accomplished,

(i) if the number of pending write requests to the
copied region is less than or equal to a threshold
number, issuing the each write request to the copied
region to the source storage and issuing the each
write request to the copied region to the destination
storage;

(iii) if the number of pending write requests to the
copied region is greater than the threshold number,
(a) delaying; and
(b) repeating (i), (ii), and (iii) until the each write

request to the copied region is issued to the
source storage and issued to the destination stor-
age,
wherein when the each write request to the copied region
issued to the source storage is accomplished or the
each write request to the copied region issued to the
destination storage is accomplished, marking the each
write request to the copied region as completed and
returning the each write request to the copied region
marked as completed to the virtual machine.

2. The method according to claim 1, wherein the bitmap is
on a memory, wherein the memory is external to the source
storage, wherein the memory is external to the destination
storage.

3. The method according to claim 1, wherein in (c), further
comprising:

incrementing a counter for each write request to the copied

region issued to the source storage and issued to the
destination storage; and
decrementing the counter when both the each write request
to the copied region issued to the source storage is
accomplished and the each write request to the copied
region issued to the destination storage is accomplished,

wherein checking to determine a number of pending write
requests to the copied region comprises:

checking the counter, wherein the counter tracks the num-

ber of pending write requests to the copied region.

4. The method according to claim 3, wherein incrementing
the counter occurs prior to issuing the each write request to
the copied region to the source storage and issuing the each
write request to the copied region to the destination storage.

5. The method according to claim 1, wherein in (b), accom-
plishing such intercepted write requests to the virtual
machine disk image and such intercepted read requests to the
virtual machine disk image after the data blocks correspond-
ing to such intercepted write requests to the virtual machine
disk image and such intercepted read requests to the virtual
machine disk image have been copied from the source storage
to the destination storage comprises:

deferring such intercepted write requests to the virtual

machine disk image and such intercepted read requests
to the virtual machine disk image;
putting such intercepted write requests to the virtual
machine disk image and such intercepted read requests
to the virtual machine disk image into a queue; and

handling such intercepted write requests to the virtual
machine disk image and such intercepted read requests
to the virtual machine disk image after the data blocks
corresponding to such intercepted write requests to the
virtual machine disk image and such intercepted read
requests to the virtual machine disk image have been
copied from the source storage to the destination stor-
age.
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6. The method according to claim 1, wherein copying the
virtual machine disk image from the source storage to the
destination storage and handling the virtual machine 10
requests from the virtual machine is accomplished without
service interruption to a running workload on the virtual
machine.

7. The method according to claim 1, wherein the source
storage is a source solid state drive (SSD) or a source hard
disk drive (HDD), wherein the destination storage is a desti-
nation SSD or a destination HDD.

8. The method according to claim 7, wherein the source
storage is the source SSD and the destination storage is the
destination SSD.

9. The method according to claim 7, wherein the source
storage is the source SSD and the destination storage is the
destination HDD.

10. The method according to claim 7, wherein the source
storage is the source HDD and the destination storage is the
destination SSD.

11. The method according to claim 7, wherein the source
storage is the source HDD and the destination storage is the
destination HDD.

12. The method according to claim 1, wherein copying the
virtual machine disk image from the source storage to the
destination storage and handling the virtual machine 10
requests from the virtual machine during copying the virtual
machine disk image from the source storage to the destination
storage comprises copying the virtual machine disk image
from the source storage to the destination storage and han-
dling the virtual machine IO requests from the virtual
machine via a one of (a), (b), and (c) having a lowest total cost
of migration of a total cost of migration of (a), a total cost of
migration of (b), and a total cost of migration of (c), where a
total cost of migration, MC, is based on:

an 1O penalty, A;o;

a migration time factor, A

a wear out factor, A, o,

a weight, v, as follows:

migration time’

and

MC =y # Aear our * Amigration time + (1 =) # Ajo # Amigration time
= Amigration time * (Y * Myear o + (1 =) £ Aj0),
where

Best [0 Performance—

10 Performance during migration

Ao = Best /0 Performance

data written to SSD per time unit

Avear our =

Workload Data Writes per time unit’

migration time
Amigrarion time = ———————————, an
image copy time

y is greater than or equal to 0 and less than or equal to 1,

wherein best IO performance is a better of an 1O perfor-
mance of the source storage and an 10 performance of
the destination storage if the 10 performance of the
source storage and the IO performance ofthe destination
storage are not the same, or the IO performance of the
source storage if the 10 performance of the source stor-
age and the 10 performance of the destination storage
are the same,

wherein 10 performance during migration is an 10 perfor-
mance experienced during migrating the virtual
machine,
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wherein data written to SSD per time unit is an estimate of
an amount of data written to the source storage per time
unit if the source storage is a source SSD plus an esti-
mate of an amount of data written to the destination
storage per time unit if the destination storage is a des-
tination SSD, or zero if both the source storage is a
source HDD and the destination storage is a destination
HDD,

wherein workload data writes per time unit is the estimate
of the amount of data written to the source storage per
time plus the estimate of the amount of data written to
the destination storage per time unit during copying the
virtual machine disk image from the source storage to
the destination storage and handling virtual machine 10
requests from the virtual machine during copying the
virtual machine disk image from the source storage to
the destination storage,
wherein migration time is an estimate of a period of time to
complete copying the virtual machine disk image from
the source storage to the destination storage and han-
dling virtual machine 1O requests from the virtual
machine during copying the virtual machine disk image
from the source storage to the destination storage,

wherein image copy time is an amount of time copying the
virtual machine disk image from the source storage to
the destination storage would take if such copying were
not interrupted.

13. The method according to claim 12, further comprising:

calculating at least two of the following:

(1) the total cost of migration for (a);

(2) the total cost of migration for (b); and

(3) the total cost of migration for (c).

14. The method according to claim 13, wherein prior to
calculating the at least two of (1), (2), and (3), further com-
prising:

determining the 10 performance of the source storage;

determining the 1O performance of the destination storage;

if the source storage is a source SSD, determining the
estimate of the amount of data written to the source
storage per time unit;

if the destination storage is a destination SSD, determining

the estimate of the amount of data written to the desti-
nation storage per time unit;

determining the estimate of the amount of data written to

the source storage per time unit plus the estimate of the
amount of data written to the destination storage per
time unit;

determining the estimate of the period of time to complete

copying the virtual machine disk image from the source
storage to the destination storage and handling virtual
machine 1O requests from the virtual machine during
copying the virtual machine disk image from the source
storage to the destination storage; and

determining the amount of time copying the virtual

machine disk image from the source storage to the des-
tination storage would take if such copying were not
interrupted.

15. The method according to claim 14, wherein migration
time is determined from a size of the virtual machine disk
image, the 10 performance of the source storage, and the 10
performance of the destination storage, and the estimate of
the amount of data written to the source storage per time unit
plus the estimate of the amount of data written to the desti-
nation storage per time unit, wherein the estimate of the
amount of data written to the source storage per time unit plus
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the estimate of the amount of data written to the destination
storage per time unit is determined from an estimate of work-
load data writes per time unit.

16. The method according to claim 12, further comprising:

receiving a size of the virtual machine disk image;

receiving an estimate of the workload data writes per time
unit;
receiving an indication as to whether the source storage is
a SSD or an HDD and the 10 performance of the source
storage, wherein the amount of data written to the source
storage per time unit is the IO performance of the source
storage;
receiving an indication as to whether the destination stor-
age is a SSD or an HDD and the 10O performance of the
destination storage, wherein the amount of data written
to the destination storage per time unit is the IO perfor-
mance of the destination storage;
determining the estimate of the period of time to complete
copying the virtual machine disk image from the source
storage to the destination storage and handling virtual
machine IO requests from the virtual machine during
copying the virtual machine disk image from the source
storage to the destination storage, wherein the estimate
of the period of time to complete copying the virtual
machine disk image from the source storage to the des-
tination storage and handling virtual machine IO
requests from the virtual machine during copying the
virtual machine disk image from the source storage to
the destination storage is determined from the size ofthe
virtual machine disk image, the estimate of the workload
data writes per time unit, the indication as to whether the
source storage is a SSD or an HDD, the 1O performance
of the source storage, the indication as to whether the
destination storage is a SSD or an HDD, and the 10
performance of the destination storage; and

determining the amount of time copying the virtual
machine disk image from the source storage to the des-
tination storage would take if such copying were not
interrupted from the size of the virtual machine disk
image, wherein the amount of time copying the virtual
machine disk image from the source storage to the des-
tination storage would take if such copying were not
interrupted from the size of the virtual machine disk
image is determined from the size of the virtual machine
disk image, the indication as to whether the source stor-
age is a SSD or an HDD, the 10 performance of the
source storage, the indication as to whether the destina-
tion storage is a SSD oran HDD, and the IO performance
of the destination storage.

17. The method according to claim 13, further comprising
determining a lowest of the at least two of (1), (2), and (3) that
were calculated, wherein the lowest total cost of migration is
the lower of the at least two of (1), (2) and (3) that were
calculated is the lowest total cost of migration.

18. The method according to claim 17, wherein the at least
two of (1), (2), and (3) that were calculated is the total cost of
migration for (a), the total cost of migration for (b), and the
total cost of migration for (c).

19. The method according to claim 1, wherein copying the
virtual machine disk image from the source storage to the
destination storage and handling the virtual machine 10
requests from the virtual machine during copying the virtual
machine disk image from the source storage to the destination
storage is accomplished via (a).

20. The method according to claim 19, wherein the desti-
nation storage is a destination SSD.
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21. The method according to claim 1, wherein copying the
virtual machine disk image from the source storage to the
destination storage and handling the virtual machine 10
requests from the virtual machine during copying the virtual
machine disk image from the source storage to the destination
storage is accomplished via (b).

22. The method according to claim 21, wherein the source
storage is a SSD and the destination storage is a HDD.

23. The method according to claim 21, wherein issuing the
write requests to the copied region to the destination storage
keeps the copied region up-to-date without invoking a merge
process.

24. The method according to claim 1, wherein copying the
virtual machine disk image from the source storage to the
destination storage and handling the virtual machine 10
requests from the virtual machine during copying the virtual
machine disk image from the source storage to the destination
storage is accomplished via (c).

25. The method according to claim 24, wherein the source
storage is a SSD and the destination storage is a HDD.

26. The method according to claim 24, wherein more than
50% of the write requests to the virtual machine are issued to
the source storage during copying the virtual machine disk
image from the source storage to the destination storage and
handling the virtual machine IO requests from the virtual
machine during copying the virtual machine disk image from
the source storage to the destination storage.

27. The method according to claim 24, wherein at least a
portion of the pending write requests to the copied region are
completed when a virtual machine CPU is computating, when
virtual machine memory data is being accessed, and/or when
read requests to the virtual machine disk image are being
accomplished.

28. The method according to claim 1, wherein in (c), fur-
ther comprising:

when the source storage is a source SSD and the destination

storage is a destination HDD,
incrementing a counter for each write request to the copied
region issued to the destination storage; and

decrementing the counter when the each write request to
the copied region issued to the destination storage is
accomplished,

wherein checking to determine a number of pending write

requests to the copied region comprises:

checking the counter, wherein the counter tracks the num-

ber of pending write requests to the copied region,
wherein in (c¢), when the source storage is a source HDD
and the destination storage is a destination SSD,
incrementing a counter for each write request to the copied
region issued to the source storage; and
decrementing the counter when both the each write request
to the copied region issued to the source storage is
accomplished,

wherein checking to determine a number of pending write

requests to the copied region comprises:

checking the counter, wherein the counter tracks the num-

ber of pending write requests to the copied region.

29. The method according to claim 1, wherein with respect
to (¢), delaying comprises delaying for a certain period of
time.

30. The method according to claim 1, wherein the source
storage is a source disk array comprising a plurality of source
array storages, wherein the destination storage is a destination
disk array comprising a plurality of destination array stor-
ages, wherein each source array storage of the plurality of
source array storages corresponds to a corresponding desti-
nation array storage of the plurality of destination array stor-
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ages, such that the each source array storage is copied to the
corresponding destination array storage, wherein each source
array storage is copied to the corresponding destination array
storage via a one of (a), (b), or (c) having the lowest total cost
of' migration with respect to the each source array storage and
the corresponding destination array storage.

31. The method according to claim 12, wherein the lowest
total cost of migration is lower than a total cost of migration
for copying the virtual machine disk image from the source
storage to the destination storage and handling the virtual
machine IO requests from the virtual machine during copying
the virtual machine disk image from the source storage to the
destination storage via dirty block tracking, wherein the low-
est total cost of migration is lower than a total cost of migra-
tion for copying the virtual machine disk image from the
source storage to the destination storage and handling the
virtual machine IO requests from the virtual machine during
copying the virtual machine disk image from the source stor-
age to the destination storage via IO mirroring.

32. The method according to claim 12, wherein migration
time is the image copy time plus downtime, wherein the
downtime is an amount of time the virtual machine is paused
during copying the virtual machine disk image from the
source storage to the destination storage and handling the
virtual machine IO requests from the virtual machine during
copying the virtual machine disk image from the source stor-
age to the destination storage.

33. The method according to claim 19, wherein when the
destination storage is a destination SSD storage, more than
50% of the write requests to the virtual machine disk image
areissued to the destination storage during copying the virtual
machine disk image from the source storage to the destination
storage and handling the virtual machine 1O requests from the
virtual machine during copying the virtual machine disk
image from the source storage to the destination storage.

34. The method according to claim 19, wherein when the
destination storage is a destination SSD storage, at least 95%
of the write requests are issued to the destination storage
during copying the virtual machine disk image from the
source storage to the destination storage and handling the
virtual machine IO requests from the virtual machine during
copying the virtual machine disk image from the source stor-
age to the destination storage.

35. A method of migrating a virtual machine, comprising:

transferring a CPU state of a virtual machine and memory
data of the virtual machine; and

transferring a virtual machine storage of the virtual
machine, wherein transferring the virtual machine stor-
age of the virtual machine is accomplished via the
method of claim 1.

36. A virtual machine management system, comprising a
non-volatile, computer readable media with instructions for
performing the method of transferring a virtual machine stor-
age of claim 1.

37. The method according to claim 1, wherein when the
source storage is a source SSD and the destination storage is
a destination HDD,

(1) if CO,=y=1.0, copying the virtual machine image from
the source storage to the destination storage and han-
dling the virtual machine IO requests from the virtual
machine during copying the virtual machine disk image
from the source storage to the destination storage is
accomplished via (a);

(i) if CO,=y<CO,, copying the virtual machine image
from the source storage to the destination storage and
handling the virtual machine 1O requests from the vir-
tual machine during copying the virtual machine disk
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image from the source storage to the destination storage
is accomplished via (b); and

(ii1) if O=y<CO,, copying the virtual machine image from
the source storage to the destination storage and han-
dling the virtual machine 10 requests from the virtual
machine during copying the virtual machine disk image
from the source storage to the destination storage is
accomplished via (c),

where CO, is a first cutoff and CO, is a second cutoff.

38. The method according to claim 37, wherein CO,=0.3
and CO,=0.6.

39. The method according to claim 1, wherein when the
source storage is a source SSD and the destination storage is
a destination HDD,

(1) if CO,=y=1.0, copying the virtual machine image from
the source storage to the destination storage and han-
dling the virtual machine 10 requests from the virtual
machine during copying the virtual machine disk image
from the source storage to the destination storage is
accomplished via (a); and

(ii) if O=y<CO,, copying the virtual machine image from
the source storage to the destination storage and han-
dling the virtual machine 10 requests from the virtual
machine during copying the virtual machine disk image
from the source storage to the destination storage is
accomplished via (b).

40. The method according to claim 39, wherein CO,=0.6.

41. The method according to claim 1, wherein when the
source storage is a source SSD and the destination storage is
a destination HDD,

(1) if CO,=y=1.0, copying the virtual machine image from
the source storage to the destination storage and han-
dling the virtual machine 10 requests from the virtual
machine during copying the virtual machine disk image
from the source storage to the destination storage is
accomplished via (a); and

(ii) if O=y<CO,, copying the virtual machine image from
the source storage to the destination storage and han-
dling the virtual machine 10 requests from the virtual
machine during copying the virtual machine disk image
from the source storage to the destination storage is
accomplished via (c).

42. The method according to claim 41, wherein CO,=0.5.

43. The method according to claim 1, wherein when the
source storage is a source SSD and the destination storage is
a destination HDD,

(1) if CO,=y=1.0, copying the virtual machine image from
the source storage to the destination storage and han-
dling the virtual machine 10 requests from the virtual
machine during copying the virtual machine disk image
from the source storage to the destination storage is
accomplished via (b); and

(i1) if O=y<CO,, copying the virtual machine image from
the source storage to the destination storage and han-
dling the virtual machine 10 requests from the virtual
machine during copying the virtual machine disk image
from the source storage to the destination storage is
accomplished via (c).

44. The method according to claim 43, wherein CO,=0.3.

45. The method according to claim 1, further comprising:

receiving a selection of (a), (b), or (c) from a user.

46. The method according to claim 12, further comprising
receiving y from a user, wherein y is based on the user’s
preference.

47. A method of transferring a virtual machine storage,
comprising:
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copying a virtual machine disk image of a virtual machine
from a source storage to a destination storage, wherein
the virtual machine disk image has a plurality of data
blocks; and

handling virtual machine 1O requests from the virtual
machine during copying the virtual machine disk image
from the source storage to the destination storage,

calculating at least two total costs of migration for a cor-
responding at least two ways to copy one or more data
blocks of the virtual machine from the source storage to
the destination storage and handle the virtual machine
10 requests during copying the virtual disk image from
the source storage to the destination storage, where a
total cost of migration, MC, is based on:

an 1O penalty, A;o;

a migration time factor, Amigration time;

a wear out factor, A, ,,,» and

a weight, v, as follows:

MC =7 # Aear our * Amigration time + (1 =) # 10 # Amigration time
= Amigration time * (¥ * Mwear our + (1 =) % A10),
where

Best /0 Performance— /O Performance during migration
Best /O Performance

10 =

5

data written to SSD per time unit

Avvear our =

Workload Data Writes per time unit’

migration time
Apigration time = T——————
image copy time

y is greater than or equal to 0 and less than or equal to 1,

wherein best IO performance is a better of an 1O perfor-
mance of the source storage and an 10 performance of
the destination storage if the 10 performance of the
source storage and the IO performance ofthe destination
storage are not the same, or the IO performance of the
source storage if the 10 performance of the source stor-
age and the 10 performance of the destination storage
are the same,

wherein 10 performance during migration is an 10 perfor-
mance experienced during migrating the virtual
machine,

wherein data written to SSD per time unit is an estimate of
an amount of data written to the source storage per time
unit if the source storage is a source SSD plus an esti-
mate of an amount of data written to the destination
storage per time unit if the destination storage is a des-
tination SSD, or zero if both the source storage is a
source HDD and the destination storage is a destination
HDD,

wherein workload data writes per time unit is the estimate
of the amount of data written to the source storage per
time unit plus the estimate of the amount of data written
to the destination storage per time unit during copying
the virtual machine disk image from the source storage
to the destination storage and handling virtual machine
10 requests from the virtual machine during copying the
virtual machine disk image from the source storage to
the destination storage,

wherein migration time is an estimate of a period of time to
complete copying the virtual machine disk image from
the source storage to the destination storage and han-
dling virtual machine 1O requests from the virtual
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machine during copying the virtual machine disk image
from the source storage to the destination storage,

wherein image copy time is an amount of time copying the
virtual machine disk image from the source storage to
the destination storage would take if such copying were
not interrupted,

wherein copying the virtual machine image from the
source storage to the destination storage and handling
the virtual machine IO requests from the virtual machine
during copying the virtual machine disk image from the
source storage to the destination storage is accomplished
via a one of the at least two ways having a lowest total
cost of migration.

48. A method of transferring a virtual machine storage,

comprising:

copying a virtual machine disk image of a virtual machine
from a source storage to a destination storage, wherein
the virtual machine disk image has a plurality of data
blocks; and

handling virtual machine 10 requests from the virtual
machine during copying the virtual machine disk image
from the source storage to the destination storage,

calculating a total cost of migration to copy one or more
data blocks of the virtual machine from the source stor-
age to the destination storage and handle the virtual
machine IO requests during copying the virtual disk
image from the source storage to the destination storage,
where a total cost of migration, MC, is based on:

an 1O penalty, A;;

a migration time factor, A

a wear out factor, A, ours

a weight, v, as follows:

‘migration time’

and

MC =y Ayear out * Amigration time + (1 =) # Aj0 # Amigration time
= Amigration time * (Y ¥ Awear o + (1 = ¥) £ Aj0),
where

Best [0 Performance—

10 Performance during migration
Best /O Performance

10 =

data written to SSD per time unit

Asvear our =

Workload Data Writes per time unit’

migration time
Aumigration time = T————— all
image copy time

y is greater than or equal to 0 and less than or equal to 1,

wherein best 1O performance is a better of an 10 perfor-
mance of the source storage and an 10 performance of
the destination storage if the IO performance of the
source storage and the 10 performance of the destination
storage are not the same, or the IO performance of the
source storage if the 10 performance of the source stor-
age and the 1O performance of the destination storage
are the same,

wherein 10O performance during migration is an 1O perfor-
mance experienced during migrating the virtual
machine,

wherein data written to SSD per time unit is an amount of
data written to the source storage per time unit if the
source storage is a source SSD plus an amount of data
written to the destination storage per time unit if the
destination storage is a destination SSD, or zero if both
the source storage is a source HDD and the destination
storage is a destination HDD,
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wherein workload data writes per time unit is the amount of
data written to the source storage per time unit plus the
amount of data written to the destination storage per
time unit during copying the virtual machine disk image
from the source storage to the destination storage and
handling virtual machine 10 requests from the virtual
machine during copying the virtual machine disk image
from the source storage to the destination storage,

wherein migration time is a period of time to complete
copying the virtual machine disk image from the source
storage to the destination storage and handling virtual
machine IO requests from the virtual machine during
copying the virtual machine disk image from the source
storage to the destination storage,

wherein image copy time is an amount of time copying the

virtual machine disk image from the source storage to
the destination storage would take if such copying were
not interrupted.

49. The method according to claim 48, wherein the amount
of data written to the source storage per time unit if the source
storage is a source SSD is an estimate of the amount of data
written to the source storage per time unit if the source storage
is a source SSD, wherein the amount of data written to the
destination storage per time unit if the destination storage is a
destination SSD is an estimate of the amount of data written
to the destination storage per time unit if the destination
storage is a destination SSD, and wherein the period of time
to complete copying the virtual machine disk image from the
source storage to the destination storage and handling virtual
machine IO requests from the virtual machine during copying
the virtual machine disk image from the source storage to the
destination storage is an estimate of the period of time to
complete copying the virtual machine disk image from the
source storage to the destination storage and handling virtual
machine IO requests from the virtual machine during copying
the virtual machine disk image from the source storage to the
destination storage.

50. A method of determining a total cost of migration for
transferring a virtual machine storage, comprising:

receiving information regarding a virtual machine disk

image corresponding to a virtual machine, a source stor-
age, and a destination storage; and

calculating a total cost of migration, where the total cost of

migration, MC, is based on:

an 1O penalty, A;o;

a migration time factor, A

a wear out factor, A, o,

a weight, v, as follows:

migration time’

and

MC =y # Ayear our * Amigration time + (1 = ¥) # Mo * Aigration time
= Amigration time * (Y * Myear o + (1 =) £ Aj0),
where

Best [0 Performance—

10 Performance during migration

Ao =

5

Best /0 Performance

data written to SSD per time unit

Avear our =

Workload Data Writes per time unit’

migration time
Amigrarion time = ———————————, an
image copy time

y is greater than or equal to 0 and less than or equal to 1,
wherein best IO performance is a better of an 1O perfor-
mance of the source storage and an 10 performance of
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the destination storage if the IO performance of the
source storage and the 10 performance of the destination
storage are not the same, or the IO performance of the
source storage if the 10 performance of the source stor-
age and the 1O performance of the destination storage
are the same,

wherein 10O performance during migration is an 1O perfor-
mance experienced during migrating the virtual
machine,

wherein data written to SSD per time unit is an amount of
data written to the source storage per time unit if the
source storage is a source SSD plus an amount of data
written to the destination storage per time unit if the
destination storage is a destination SSD, or zero if both
the source storage is a source HDD and the destination
storage is a destination HDD,

wherein workload data writes per time unit is the amount of
data written to the source storage per time unit plus the
amount of data written to the destination storage per
time unit during copying the virtual machine disk image
from the source storage to the destination storage and
handling virtual machine 1O requests from the virtual
machine during copying the virtual machine disk image
from the source storage to the destination storage,

wherein migration time is a period of time to complete
copying the virtual machine disk image from the source
storage to the destination storage and handling virtual
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machine IO requests from the virtual machine during
copying the virtual machine disk image from the source
storage to the destination storage,

wherein image copy time is an amount of time copying the

virtual machine disk image from the source storage to
the destination storage would take if such copying were
not interrupted.

51. The method according to claim 50, wherein the amount
of data written to the source storage per time unit if the source
storage is a source SSD is an estimate of the amount of data
written to the source storage per time unit if the source storage
is a source SSD, wherein the amount of data written to the
destination storage per time unit if the destination storage is a
destination SSD is an estimate of the amount of data written
to the destination storage per time unit if the destination
storage is a destination SSD, and wherein the period of time
to complete copying the virtual machine disk image from the
source storage to the destination storage and handling virtual
machine IO requests from the virtual machine during copying
the virtual machine disk image from the source storage to the
destination storage is an estimate of the period of time to
complete copying the virtual machine disk image from the
source storage to the destination storage and handling virtual
machine IO requests from the virtual machine during copying
the virtual machine disk image from the source storage to the
destination storage.
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